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Abstract 

An algorithm for tracking multiple manoeuvring targets in a cluttered environment is 
proposed. This algorithm combines the Joint Probability Data Association Filter (JPDAF) and 
the interacting Multiple Model (IMM) algorithm and uses an adaptive update time. A  modified  
version  of  the Van Keuk  method has been used to adaptively calculate the update time in the 
resulting  algorithm, called the Adaptive IMMJPDAF (AIMMJPDAF). The performance of the 
proposed algorithm is assessed via Monte Carlo simulation and compared to that of the adaptive 
IMMJPDAF that uses the original Van Keuk method and the IMMJPDAF that uses a constant 
update time. 

Keywords: Radar, Tracking manoeuvring targets, Data association, Variable update 
time, IMM, JPDAF. 

 
Résumé 

Un algorithme pour la poursuite de plusieurs cibles manœuvrantes dans du fouillis est 
proposé. Cet algorithme combine le filtre probabiliste conjoint d’association des données 
(JPDA.F) et l’algorithme à Modèles  Multiples Interagissant (IMM) et utilise un temps de mise 
à jour adaptatif. Une version modifiée de la méthode de Van Keuk est utilisée pour calculer 
adaptativement le temps de mise à jour dans l’algorithme résultant, appelé  Adaptatif 
IMMJPDAF  (AIMMJPDAF). Les performance de cet algorithme ont  été comparées via des 
simulations de Monte Carlo avec celles de l’algorithme IMMJPDAF adaptatif qui utilise la 
méthode  originale de Van Keuk et l’algorithme IMMJPDAF qui utilise un temps de mise à jour 
fixe.  

Mots clés: Radar, Poursuite de cibles manoeuvrantes, Association de données, 
Temps de mise à jour variable, IMM, JPDAF. 

 
 

 
 
 

racking multiple manoeuvring targets in a cluttered environment has 
been and remains a challenging problem. Two major issues have to 

be addressed for solving this problem: data association, i.e. determining  
the origin of each received measurement and track maintenance of 
manoeuvring targets. A standard solution is to use a Kalman filter with 
some adaptive technique to track manoeuvring targets and the nearest 
neighbour technique for data association. However the performance of 
such a solution is poor in the case of highly manoeuvring targets or dense 
clutter. Optimal solutions for this problem, such as the Multiple 
Hypotheses Tracking method, exist [1]. Unfortunately, they are 
computationally very expensive and sub-optimal solutions with a 
reasonable complexity and an acceptable performance are preferable in 
practice. In such solutions, the problem of tracking manoeuvring targets 
and the problem of data association are usually addressed separately. 

Many techniques have been proposed to address the first problem. 
These, usually, involve the modification of some parameters of the 
tracking filter,  such as the process noise level [2] or the dimension of the 
tracking filter [3], in response to a change in the target’s dynamics. The 
changes in the target’ dynamics are generally detected by using a 
manoeuvre detection algorithm [4]. However, the methods based upon a 
manoeuvring detector have the limitation of delayed response to 
manoeuvres, especially in the presence of clutter, where false detection 
and no detection of manoeuvre are frequent. The Interacting Multiple 
Model (IMM) [5] algorithm overcomes this limitation by using more than 
one model to describe the motion of a  target and ensuring a smooth 
transition from one model to  another. In this  algorithm, the  probabilities 
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 ملخص
خوارزمیة لتتبع عدة  الدراسةفي ھذه  نقترح

أھداف مناورة تتحرك في وسط بھ جلبة. الخوارزمیة 
 تدمج المرشح الاحتمالي للربط المشترك للمعطیات ھذه

) (JPDAFالمتعددة و المتفاعلة  النماذج وخوارزمیة
IMM)(  تتكیف مع متغیرةمع استعمالھ لدورة قیاس 

   الأھداف. مسار
 ةـــاتجـــالن ةـوارزمیـالخي ف لـاستعم

)(AIMMJPDAF ة ــایر لطریقمعــ لــشك Van 
Keuk وقدالقیاس المتغیرة  فترةلحساب   الأصلیة 
فعالیة الخوارزمیة المقترحة باستعمال محاكاة  اختبرت

Monte Carlo،  خوارزمیةكما قورنت بفعالیة        
   (AIMMJPDAF)  

  Van Keukتستعمل الطریقة الأصلیة ل  التي
دورة  تستعمل التي  )IMMJPDAF(  خوارزمیةو

  قیاس ثابتة.  
تتبع أھداف مناورة ،  الرادار، :المفتاحیة الكلمات

 . ، IMM ترابط ودمج المعطیات، فترة قیاس تكیفیة ،
JPDAF  

 



H. BENOUDNINE, M. KECHE, A. OUAMRI and M.S. WOOLFSON 

 21

of each model being correct are computed at each scan and 
used to combine the estimated states based on each model. 

The ability of a phased array radar to adaptively vary 
the update time has also been exploited for tracking 
manoeuvring targets. Basically, a small update time is used 
to accurately track a target that is manoeuvring, while a 
larger update time is used to track  a target that  has a 
quiescent motion, in order to save the radar resources.  

On the other hand, many techniques have been proposed 
to solve the data association problem that arises when 
tracking multiple targets in clutter. Amongst these 
techniques, the Joint Probabilistic Data Association 
(JPDAF) has been widely used [6]. In this filter, 
considering  that each measurement could have originated 
from a known target or from clutter, the measurements  to 
targets association probabilities are computed and used to 
form a weighted average measurement for updating the 
track of each target. 

In Ahmeda et al. [7], it has been shown that the use of a 
variable update time can also be useful for solving the data 
association problem. In this work, the Van Keuk method [8] 
has  been used to adaptively calculate the update time in the 
cheap algorithm [9], which is a simplified version of the 
JPDAF. Ahmeda et al. have used a third order Kalman 
filter which is appropriate for a manoeuvring target but not 
for a target travelling at a nearly constant velocity.  

A significant improvement in the tracking accuracy has 
been obtained in Benoudnine et al. [10], by combining the 
IMM and the JPDAF (IMMJPDAF). It has been shown that  
the IMMJPDAF  outperforms the JPDAF that uses a second 
or a third order Kalman filter and that the adaptive 
IMMJPDAF, where the update time is varied,  has a better 
performance than the constant update time IMMJPDAF. 

As in [7], the Van Keuk method has been used to 
calculate the variable update time in [10]. In this   method  
a track is updated the next time when the variance of the 
predicted  position error crosses a threshold, which is 
chosen to be proportional to the variance of the 
measurement position error.   

In Benoudnine et al. [11], the performance of the 
AIMMJPDAF has been further improved by using the 
modified Van Keuk method  proposed in [12], to calculate 
the next update time. In the modified Van Keuk method, 
the distance between targets is taken into account for the 
calculation of the update time. 

This paper describes in more details the work presented 
in [10] and [11]. It also presents new simulation results. It is 
organised as follows: after formulating the problem in 
section two, the tracking algorithm that combines the IMM 
and the JPDAF is outlined in section three. This is followed 
by a description of the use of the original and the modified 
Van Keuk method for  the adaptive selection of the update 
time in the resulting IMMJPDAF algorithm. The results of 
simulation are presented in section five and some 
conclusions are drawn in section six. Finally Appendices A 
and B are dedicated to the computation of the likelihood in 
the IMMJPDAF  and  the update time, respectively.   

It should be noted that a related paper [13] has recently 
been published, where different models are used in the 
IMM with different update times according to the type of 

model used.  For example, for a constant velocity model a 
larger update time is used than for a model describing a 
rapidly accelerating target.  For each model in the IMM, the 
update time is a constant. The various update times are 
related to each other by a factor of 2. In this method, the 
wavelet transform is used  to further filter the effects of 
noise. The method is applied to the tracking of a single 
target in the absence of clutter and the update time is 
chosen from a discrete set of values.  In the work described 
in the present paper, more than one target in clutter are 
being tracked and the update time can take a continuous 
range of values. 

 
1. PROBLEM FORMULATION 

The discrete state equation for a target moving in a 
plane is:  

       kkkk jjjj wxFx 1                   (1) 

where  kjx  is the state vector of  the target,  kjF  is the 

transition matrix and  kjw  is the process noise, both at 

time  k and for model  j. 

 In this work, two models are used:  
 In the first model (j=1), the state vector is a 4-

dimensional vector consisting of the position and the 
velocity ( in each of the 2 Cartesian co-ordinates) : 

      yy    xx  1x                (2) 

 In the second model  (j=2), the state vector is  a 6-
dimensional vector consisting of  the position, the  velocity 
and the acceleration : 

    y  yy    x  xx  2x               (3) 

The expression for  the model  j transition matrix, ,
j
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The process noise  kjw  is  assumed to be a zero mean 

Gaussian  process with a known covariance : 

     lklk ,] [  jjj QwwE            (6) 

where   lk,  is the  delta function. 

The expression for 
j

Q  is: 
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where 
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In (8) and (9), 1
0q  and 2

0q  are respectively, the  

variances of the process noises that model the acceleration 
in model 1 and  the acceleration increment over a sampling 
period in model 2. 

The measurement equation is given by : 

       kkkk vxHz jj            (10) 

where   kz  is the  (m,l)  measurement vector at time k,  due 

to the return from the target. 
j

H is the (m,n) measurement  matrix for model j, 
defined as: 
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and v is the measurement noise vector with zero mean and 
known covariance R : 

 lklk T ,])()( [ RvvE         (12) 

If, for a given manoeuvring target, the only 
measurement received is its own return, then the problem 
would be the choice of the model that fits the best the 
dynamics of the  target at a given time. However, in real 
situations, in addition to the return from the target, other 
false measurements are received, originating either from 
other targets or from clutter. An additional problem arises 
then, that is which measurement to use for updating the 
target track. This problem is referred to as the data 
association problem. 

 
2. DESCRIPTION OF THE IMMJPDAF TRACKING 
ALGORITHM 

In the IMM, several filters are run in parallel, each filter 
being matched to one of the models used to describe the 
dynamics of a target. The state estimates from these filters 
are combined on a probabilistic basis to form the overall 
state estimate. The switch between different models is 
assumed to be governed by a Markovian chain. To cope 
with the uncertainty in the origin of measurements, each 
filter in the IMM is chosen to be a JPDAF. The resulting 
algorithm is referred to as the IMMJPDAF, and consists of 
the following steps : 

step 1: Mixing of state estimates from the previous time. 

For each target, starting with the state estimates 

)11(ˆ  kkjx  matched to the models )(kM j , their 

covariances )11(ˆ  kkjP and the model probabilities 

i j k k/ ( ) 1 1 , the mixed state estimate  ( )x0 1 1j k k   

and its covariance )11(P̂0  kkj
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where r denotes the number of interacted models and 

)11(/  kkji  is the probability that model iM was in 

effect at time (k –1) given that M j is in effect at time k, 

conditioned on 1Zk , the set of measurements up to k –1: 

        

)1(1)11(/  kp
c

kk iij
j

ji  , i,j=1,..,r            (15) 

In the above equation, ijp  is the prior probability of 

transition from model i to model j, )1( ki  is the 

probability that model i is in effect at time k  1 and jc  are 

the normalising constants: 
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step 2: Prediction of states and measurements.  

The predicted state )1(ˆ kk
j

x , its covariance )1(ˆ kk
j

P  

and the predicted measurement )1(ˆ kkjz  are computed 

using the initial state estimate (13) and its covariance (14): 

             
   11ˆ1ˆ  kkkkj 0jjxFx          (17) 

              
    jj0jjj QFPFP  Tkkkk )(11ˆ1ˆ        (18) 

and  

   
   1ˆ1ˆ  kkkk jjj xHz           (19) 

step 3: Validation of measurements. 

For each target, the set of  validated measurements is 
formed by the measurements falling inside the union of the 
validation gates corresponding to the models used in the 
IMM algorithm. A measurement z(k) is accepted at time k, 
for model j, if it satisfies the following criterion: 

     
             
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1
kkkkkkk
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where  is a threshold determined from a chi-square 
distribution with a degree of freedom equal to the  

dimension of the measurement and )(k
j

S  is the innovation 

covariance matrix. 
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step 4: Mode conditioned state estimation.  

Using the predicted state )1(ˆ kkjx , its covariance 

)1(ˆ kkjP  and the validated  measurements as inputs, the 

mode conditioned state estimates and their covariances are 
calculated via the JPDAF. 

step 5: Computation of  the likelihood function. 

The likelihood )(kj of model )(kM j  is : 

        
 1),()()(  k

j
j kMkPk Zz                  (21) 

The expression for its computation is derived in 
Appendix A. 

step 6: Update of the models’ probabilities. 

The probability that model )(kM j is in effect at time k is 

computed from: 
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where jc  is defined in (16) and c is the normalisation 

constant for )(kj   given by:  
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step7: Combination of the model conditioned estimates. 

For each target, the overall state estimate )(ˆ kkx and its 

corresponding  error covariance ˆ ( )k kP  are updated as 

follows : 
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3. IMMJPDAF WITH  VARIABLE UPDATE  TIME  
(AIMMJPDAF) 

In [10], a variable  update time has been incorporated 
into the IMMJPDAF using the Van Keuk method [8]. In 
this method, the next update time is selected so that the 
predicted error variance in position is kept under a given 
threshold. 

For a target moving in Cartesian co-ordinates, the next 
update time )(kTx , at the kth scan, in the x  direction is 

determined from :  

   11011 ][)]1(ˆ[ RP vkk            (26) 

where 11)]1(ˆ[ kkP  is the (1,1) element of  the predicted 

covariance matrix, 11][R  is the measurement variance in 

the x direction and 0v is a Track Sharpness Parameter 

(TSP), that is controlled by the user.  

It is shown in Appendix B, that  11)]1(ˆ[ kkP  is a bi-

quadratic polynomial in )(kTx  whose coefficients depend 

on the elements of the matrices )11(ˆ0  kkjP , the variances 

of the process noises used in the models, the components of 

the initialisation state vectors )11(ˆ0  kkjx  and the 

predicted model probabilities )1( kkj . The next update 

time )(kTx  can then be determined by zeroing the bi-

quadratic polynomial    11011
)1(ˆ RP vkk  , and taking  the 

maximum real and positive root.  
The same procedure can be used to calculate the update 

time in the y direction and the global update time in the 
Cartesian co-ordinate at the kth scan is taken as : 

   
))(),(min()( kTkTkT yx                    (27)  

3.1- The Modified Van Keuk Method 

In the original Van Keuk method, the TSP v0  is chosen 

to be constant. In [12], Keche et al.  have  proposed to 
modify the Van Keuk  method by  letting the TSP v0  vary 

as a function of the distance between targets. 
The following simple relation has been used  to update 

v0 : 
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where Lv0 , Hv0 , Ld and Hd are constants that control the 

update time and consequently the tracking accuracy. 
It has been shown in [11] and [12] that using the 

modified Van Keuk  method to calculate the update time in 
the JPDAF and the IMMJPDAF may bring about a 
significant improvement  in the performance. 

 
4. SIMULATION  RESULTS    

A number of Monte Carlo simulations have been carried 
out to assess and compare the performances of the 
following algorithms: the IMMJPDAF that uses a constant 
update time (CIMMJPDAF), the JPDAF that uses a 
constant update time (CJPDAF), the Adaptive  JPDAF and 
IMMJPDAF based on the original Van Keuk method 
(OJPDAF and OAIMMJPDAF) and the adaptive 
IMMJPDAF based on the modified Van Keuk method. 

Two  scenarios have been used for this purpose: the first 
scenario (Fig.1) corresponds to two crossing targets that 
follow, during 150s, straight line paths at a constant speed 
of 308.67 m/s and  cross midway at t =75s, with a given 
crossing angle. The second scenario (Fig.2) corresponds to 
two manoeuvring targets which approach each other, 
manoeuvre, then separate without crossing. Each target 
trajectory consists of three segments: an initial non 
manoeuvring   segment    from  0  to   80s,   followed   by  a  
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Figure 1: Targets’ trajectories used in scenario 1 (two crossing 
targets). 
 

 

Figure 2: Targets’ trajectories used in scenario 2 (two 
manoeuvring targets). 
 
manoeuvring segment from 80 to 113s, followed by a non 
manoeuvring segment from 113 to 193s. 

In both scenarios the measurement noise is generated in 
polar co-ordinates with standard deviation of 185.2 m and 
2.5 10-3 radian in range and bearing, respectively. The 
range and bearing are then converted to two dimensional 
Cartesian co-ordinates. The clutter with a density , 
assumed to be known a priori, is introduced in the system at 
time  t=15s. It is generated so that the number of clutter 
returns observed in the surveillance region, equal to 
50km10km in the first scenario and 10km60km in the 
second scenario, is a random number with a Poisson 
distribution.  Two models are used in the IMM with a 
probability of switching between them equal to 0.05. The  
first model  corresponds to a second order JPDAF filter 
with a process noise standard deviation   equal to  1 m/s2  

and the second to a third order JPDAF filter with a process 
noise standard deviation equal to 5 m/s2. The process noise 
standard deviation used in the JPDAF that uses a second 
order Kalman filter (JPDAF2)  and the JPDAF that uses a 
third order Kalman filter (JPDAF3) are 20 m/s2 and  5 m/s2, 
respectively.  

The probability of detection for each target was 
assumed to be equal to 1 and the size of the validation gate 

was chosen so that the probability of validating a true 
measurement is equal to 0.9995. The figure of merit used to 
compare different algorithms is the track loss rate defined 
as the percentage of runs, out of 100, where a track is lost. 
In figures 3 and 4 the track loss rate is plotted versus the 
clutter density, for  the CJPDAF2,  the CJPDAF3 and the 
CIMMJPDAF that use a 1.5s constant update time. Figure 3 
corresponds to the first scenario, with a crossing angle 
equal to 10 degrees, while figure 4 corresponds to the 
second scenario with a  minimum separation distance 
between targets equal to 800m. The following observations 
can be made :  
 The  CJPDAF2 performs well in the case of 

crossing targets (non manoeuvring targets), but has a poor 
performance in the case of manoeuvring  targets. 
 The performance  of the CJPDAF3 is  good in the 

case of manoeuvring targets but is unacceptable in the case 
of crossing targets. 
 The CIMMJPDAF algorithm achieves a 

compromise between the previous two algorithms and it is 
thus adaptive to the behaviour of the targets. 

 

 

Figure 3: Track  loss  rate vs. clutter density for crossing targets, 
with a 10 degrees crossing angle, using CIMMJPDAF,CJPDAF3 
and CJPDAF2  with a  constant update time equal to 1.5s. 

 

 

Figure 4: Track  loss  rate vs. clutter density for manoeuvring 
targets, with a minimum separation distance equal to 800m,  using 
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CIMMJPDAF,  CJPDAF3 and CJPDAF2  with a  constant update  
time  equal to 1.5s. 

The second series of results, presented in figures 5 and 
6, compare in the same condition as previously, the 
performance of the adaptive JPDAF2, JPDAF3 and 
IMMJPDAF, that use the original Van Keuk method to 

calculate the update time. The TSP 0v  was chosen for each 

algorithm so that the mean update time obtained is 
approximately equal to 1.5s.  

 

 

Figure 5: Track  loss rate  vs. clutter density  for crossing targets, 
with a 10 degree crossing angle, using OAIMMJPDAF, 
OAJPDAF3 and OAJPDAF2  with a mean update time equal to 
1.5s. 

 

Figure 6: Track  loss rate  vs. clutter density  for  manoeuvring 
targets, with a minimum separation distance equal to 800m,  using 
OAIMMJPDAF, OAJPDAF2 and OAJPDAF3 with a mean  
update time  equal to 1.5s. 

It is clear  from these figures that the previous results, 
obtained with a constant update time, are confirmed  with a 
variable update, i.e, the IMMJPDAF has the best 
performance  overall. It can also be observed that the 
improvement brought about by using a variable  update 
time is more  significant in the case of the IMMJPDAF, 
especially, for manoeuvring targets.    

Finally, the last series of results is dedicated to the 
comparison between the adaptive IMMJPDAF based on the  

 

Figure 7: Track loss clutter density for manoeuvring targets, with 
a minimum separation distance equal to 800 m, using 
MAIMMJPDAF, OAIMMJPDAF and CIMMJPDAF with a mean 
update time equal to 2.8s.   

 

Figure 8: Track loss  rate vs. Minimum separation  distance  for  
manoeuvring targets, in clutter with  a density λ = 0.610-6, using  
MAIMMJPDAF, OAIMMJPDAF and CIMMJPDAF with a  mean  
update time equal to 2.8s. 

 
modified Van Keuk method, the adaptive IMMJPDAF 
based on the original Van Keuk method and the 
IMMJPDAF that uses a constant update time. For a fair 

comparison, the value v0 , when kept constant, is adjusted 

so that the mean update time obtained is approximately the 

same as that obtained with a variable v0 using the 

parameters: v L0 0 9 . , v H0 8 , d mL0 400  and 

d KmH0 15 . This value for the mean update time is used 

in the simulation with a constant update time. 

The track loss  rate obtained with a fixed update time, a 

variable update time with a fixed  0v  and a variable update 

time  with a variable 0v  is displayed in figure 7 as  a 

function of the  clutter  density, for  scenario 2 with  a 
minimum separation distance equal to 800m. Figure 8 
presents  the track loss rate against the minimum separation 
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distance in the presence of a clutter with  a  density equal to 
0.6x10-7. For scenario 1, it has been observed that the 
results obtained using the MAIMMJPDAF, the 
OAIMMJPDAF and the CIMMJPDAF   are similar. The 
track loss  rate  is equal to 0 if the crossing angle is larger 
than 6 degrees and  it is approximately the same for smaller 

crossing angles because in this case, the 0v  used in the  

OAIMMJPDAF algorithm is always almost equal to Lv0 . 

Both figure 7 and 8 show  clearly that using a variable 
update time improves the performance in terms of 
successful tracking. They also show that the AIMMJPDAF 
that uses the modified Van Keuk method  has a better 
performance than the AIMMJPDAF that uses the original 
Van Keuk Method, especially for  small minimum distances 
between trajectories. This demonstrates the efficiency of 
adjusting the update time as a function of the distance 
between trajectories in the modified Van Keuk method. 

 
CONCLUSION 

In this paper a variable update time has been 
incorporated into an algorithm that combines the IMM and 
the JPDAF  for tracking  manoeuvring targets in a cluttered  
environment. The modified and the original Van Keuk 
methods have been used to analytically calculate the update 
time. It has been shown that the IMMJPDAF outperforms 
the JPDAF that uses a second or a third order  Kalman  
filter  and that using a variable update time improves the 
performance in terms of  successful tracking. It has also 
been shown that a better selection  of the update time and 
thus a better management of the radar resources is obtained 
by using the modified Van Keuk method. 

 

Appendix A: COMPUTATION OF THE LIKELIHOOD 

The  definition of  the likelihood ( )j k of model 

( )jM k  is : 
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The probability of the feasible association event  k , 

conditioned upon kZ can be written as: 
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In [6], it is shown that for false measurements with a 

Poissonian probability, the mass  function   F   given  

by : 
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The posterior probability of  (k) is given by  

     
1

,
!

V
K

j
j k

e
P k Z M f k

c m


  



             (A.5) 
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  is the number of false measurements, N(x) represents a 

Gaussian probability distribution function in the variable x, 

 is the clutter density, V is the surveillance volume, km is 

the number of received measurements, t
DP  is the probability 

of detection for  target t, T  is the number of   targets, t is a 

binary target detection indicator that indicates whether 
target t is associated with any measurement in the 

association event ( )k and j is a binary variable which 

indicates if  measurement j is associated with any target in 
event ( )k . 

Since   , 1jP k M


  kZ , ( )j k can be computed 

from : 
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Appendix B: COMPUTATION OF THE UPDATE TIME 

In this appendix, the analytical  expression for the next 
update time is derived, when Van Keuk criterion is used. It 
is required for this to express the elements  (1,1) and  (4,4) 

of the predicted  covariance matrix  as a function of  ( )xT k   

and ( )yT k , the update times in the x and y direction, 

respectively.  
If we consider for instance the x direction, the 

expression for the (1,1) element of the predicted covariance 
matrix is given by : 
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where ( 1)j k k   is the predicted probability of model j,  

equal to jc given by (16), 

0
11 11

ˆ ˆ[ ( 1)] [ ( ( )) ( 1 1)( ( ( )) ( ( ))]j j j j T j
x x xk k T k k k T k T k    P F P F Q

 
(B.2)      

and    

 
11

ˆ 1j
SP k k  

 
 

                
11

ˆ ˆ ˆ ˆ1 1 1 1j jx x x x
T

k k k k k k k k
 
       
 

 

          
2

11 11ˆ ˆ[ 1 ] [ 1 ]jx xk k k k    
 

             (B.3)  



H. BENOUDNINE, M. KECHE, A. OUAMRI and M.S. WOOLFSON 

 27

In (B.2) jF and jQ denote, respectively, the  transition  

matrix and the process noise covariance matrix, both 

matched to model jM . Considering the case of a third 

order JPDA Filter, i.e, using expressions (4) and (7), with  

j=2 for jF and ,jQ  the following expression is obtained: 
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If instead of a third order JPDA Filter, a second order 
JPDA Filter is used, then  equation  (B.4) becomes: 
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where 
2

0 )( jq denotes the  process noise variance of model j.  

Equation  (B.4) and (B.5) show that  
11

ˆ | 1jP k k    is a 

bi_quadratic polynomial in ( )xT k  whose coefficients 

depend on the elements of matrix  ˆ 1 1k k 0jP  and the 

variances 2
0( )jq  of  the process noise. 
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j
SP  is also a bi-quadratic polynomial in  

( )xT k . To show this, let us consider the case of a third 

order JPDAF filter. From  the  equation of the predicted 
state (17), one can write: 
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 Hence,  
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jx is a quadratic polynomial in 

( )xT k .  
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is also a quadratic polynomial in ( )xT k : 
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Then, from  (B.3), (B.6) and (B.8), one can deduce that 

 
11

ˆ | 1k k  
j
SP is  a bi-quadratic polynomial in ( )xT k . 

If a second order JPDAF is used, then ˆ0jx  in equations 

(B.6) and (B.8) should be set to 0 and 11
ˆ[ ( 1)]k kP  would 

be a quadratic polynomial in ( )xT k . 

Using equation (B.1), (B.3), (B.4) (or B.5), (B.6) and 

(B.8), 11
ˆ[ ( 1)]k kP can be computed. A similar equation 

can be derived for computing  44
ˆ[ ( 1)]k k P . 
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