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Abstract  

The advancement made on sequencing technology over the last years has been 
impressive. However, a number of new instruments were commercialized, the most 
attractive and promising one was the MinIon from Oxford Nanopore technology, UK. It is a 
small USB device using the nanopore technology to sequence more than 100kbp of DNA 
single stranded in a short time without pre-amplification or optical steps. This review 
focusses on the use of the new sequencing technology to improve the molecular and the 
precision diagnostic. Herein, we expose the employment of MinIon device for 
characterization, monitoring and detection of mutations in infectious agents but also its 
application in precision diagnosis and mutation analysis in clinical oncology and 
immunologic research. 
 
Keywords : oxford, nanotechnologie, genome sequencing, precision diagnoctics. 
 

   

INTRODUCTION 
For a long time medicine prescribes the same drugs to 
treat all patients that have the same disease. These drugs 
have shown efficacy in some patient but they have 
different side effect in other. Recently, research has 
shown that the efficacy and the metabolism of drugs 
differ from an individual to another depending on its 
genetic composition and environmental factors (Nebert et 
Zhang, 2019). Hence, nowadays the improvement of 
molecular diagnostics in routine clinical care is needful. 

Gene sequencing has played an integral role in the 
advancement and understanding of disease pathology and 
treatment. A decade ago, a sequencing revolution was 
born with the advent of second-next generation 
sequencing (NGS). The most sold instruments are 
Illumina and Ion Torrent. The NGS technology works by 
detecting the incorporation of the labelled nucleotides 
directly without separation of DNA in a gel (Steinbock 
and Radenovic, 2015). Therefore, these technologies rely 
on multiple manipulation steps to covert native DNA in a 
form that can be detected using electrical or chemical 
signals by various sensing mechanisms. It is now clear 
that DNA manipulation can cause artifacts and 
inaccuracies in DNA measurements (Ozsolak,2012). In 
addition, each step limits them to short 100–400 bp read 
lengths due to inevitable phasing issues (when templates 
in a polymerase colony lose synchronicity). These shorter 
reads make genome, transcriptome, and metagenome 
assembly more challenging and leaves some areas of the 
human genome unresolvable (Leggett and Clark, 2017). 

On the other hand, the established of these platforms are 
very expensive, immobile, and require regular 
maintenance, making them a costly inclusion on a 
research proposal or programmatic intervention grant in 
the developing countries. 

The increasing demand for faster and cheaper genome 
sequencing results in the development of advanced 
sequencing technologies (Chaisson et al, 2015). Nanopore 
sequencing is belived to be one of the most promising 
sequencing technologies to reach foor gold standards set 
for the “$1000 Genome” project; targeted prevention, 
effective therapy, better vaccines, lower costs (wang et al, 
2015). Effectively, nanopore sequencing has changed the 
NGS landscape with cheap portable sequencers, rapid 
simple library preparation (15 min), and automated real-
time analysis. Those methods are valuable tools for 
clinical testing and could possibly enable small/mid-scale 
research centres and hospitals to conduct research studies 
by genotypic driver genes and selecting suitable 
therapeutic approaches (Norris, 2016). 

This review is an overview of the new genomic 
sequencing instrument “oxford nanopore technology” and 
its clinical employment for microbiology and precision 
diagnostic in cancer and immunology research. 

2- NANOPORE SEQUENCING 
In 2003, the first complete inventory was taken of the 
building blocks of the human genome. Since then, 
scientists have worked to develop a cheap method to 
quickly and reliably sequence an individual’s entire 
genome and have launched the international project “the 
1000$ genome” (Dondorp and Wert, 2013). The project 
led to the appearance of the next-generation sequencing 
instruments. 

Over the past two decades, it was shown that polymers 
and other analytes could be used to estimate the size of 
nanometer-scale features in protein ion channels for 
exemple, water-soluble polymers were used to physically 
characterize geometric featureswithin bacterial pore-
foring toxins, including the dimeter, location of the 
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limiting aperture and pore length (Kullman et al, 2002; 
Purnell and Schmidt, 2009). 
Recent advances suggest that these same nanometer-scale 
pores may become useful for the detection, identification, 
and characterization of a wide range of analytes, 
including polymers like DNA (Wang et al, 2018).  

This new wave of technologies is led by Pacific 
Biosciences (PacBio) of Menlo Park, CA, USA and by 
the relative newcomer, Oxford Nanopore Technologies 
(ONT), of Oxford, UK. Pacific Biosystems (Norris, 
2016). Both technologies analyze individual molecules of 
DNA with no need for artificial amplification, and 
generate longer reads than second-generation 
technologies, but both platforms have a relatively high 
error rate compared with Illumina’s <1% error rates 
(Leggett and Clark,2017) . 

In 2014, Oxford Nanopore Technologies (ONT) released 
a new third generation sequencing platform. The MinION 
is an USB-powered device, measuring 4 inches and 
weighting only 90g, commercialized together with two 
flowcells and reagents that cost only US$1000. ONT’s 
technology has already begun to universalize sequencing, 
giving to scientists the opportunity to acquire their own 
sequencer and to use genomics in their research. The 
ONT permit sequencing of none amplified native DNA of 
more than 100 kbp in a short time (2-10h) with an error 
rate varying between 3-15%. 

 
Figure 1: MinIon device (from oxford nanopore 

technologies).  

Nanopore sequencing has been shown to be able to 
discriminate individual nucleotides by measuring the 
change in electrical conductivity as DNA molecules pass 
through the pore. The most nanopores used are made by a 
single ion channel formed by the Staphylococcus aureus 
endotoxin α-hemolysin (Celaya et al, 2017), or 
Mycobacterium smegmatis porin A (MspA). These 
nanopores are narrow channels of 1 nm that only single 
stranded DNA or RNA chains can pass through them 
(Duan et al, 2016). To investigate double stranded DNA 
chains, it was proposed recently to explore the engineered 
bacteriophage phi 29 protein channel. It has a larger 
diameter, closer to 3.6 nm and higher conductance than 
other biological nanopores (Wang et al, 2018a).  

To replace the protein nanopores new solid-state 
nanaopres have been developped, they are more robust 
durable and mechanically more stable. However, solid-
state nanopores have not yet achieved the degree of 
precision in analyte 

physical characterization that their protein counterparts 
have demonstrated (Kasianowicz, 2012). 

3- Application of ONT to analyse genome of 
infectious agents: 
The MinIon technology has been applied to sequence 
genome and to detect mutation in infectious 
microorganisms (table 1). The device has been used to 
analyse resistant genes of tuberculosis stains in sub 
Saharan Africa (Bates et al., 2016) and in diagnostic and 
analysis of the Ebola virus in West Africa (Kilianski et al, 
2015). Another demonstration of the sequencing 
capabilities of MinION is provided by Quick et al, 2016 
that report it uses to monitor Ebola spread, to detect 
mutation sub-lineages and to evaluate patient’s response 
to vaccination. Similarly, the origin and spread of the 
Zika virus were analysed using the MinION sequencer in 
South America, the results were important for 
interpretation of the birth defects associated with Zika 
infection (Quick et al, 2017). 

Besides, 6 hours sequencing run time, were sufficient to 
identify E. coli genome. Three poxviruses (cowpox, 
vaccinia-MVA, and vaccinia-Lister) were also identified 
and differentiated down to the strain level, despite over 
98% identity between the vaccinia strains. The ability to 
differentiate strains by amplicon sequencing on the 
MinION was accomplished despite an observed per-base 
error rate of approximately 30% (Laver et al., 2015). A 
complete influenza virus genome was also obtained by the  
new sequencer and results shared greater than 99% 
identity with sequence data obtained from Illumina MiSeq 
and traditional Sanger-sequencing (Wang et al, 2015; 
Imai et al, 2018) 

Runtuwene et al., 2018 have described the application of 
the portable sequencer, MinION, for genotyping nine 
genes causing resistance to the malaria parasite 
Plasmodium falciparum. The study concluded that 
MinION could generate reads with long sequences and 
acceptable quality with sequence accuracy was less than 
90%. The ONT has also used to sequence the complete 
genome of Fusobacterium nucleatum, an oral bacteria that 
are associated with human pathologies as diverse as 
periodontitis, preterm birth, and colorectal cancer (Todd 
et al, 2018). 
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Table 1: application of MinIon technology for genome 
sequencing of some infectious agents 

Infectious 
agent Sequencing Reference 

Streptomyces 
avermitilis Complete genome Laver et al, 

2015 
Borrelia 

burgdorferi Complete genome Laver et al, 
2015 

E. coli K-12 Complete genome 

Laver et al, 
2015 

Kilianski et 
al, 2015 

Hepatite B 
virus Complete genome Sauvage et 

al, 2018 

Plasmodium 
falciparum 

9 genes : 
- Mitochondrial 
apocytochrome B (CYTB) 
- 
Sarcoplasmic/endoplasmic 
reticulum Ca2+-ATPase6 
(PfATPase6). 
- Multidrug resistance 
protein 1 (PfMRP1). 
- Dihydrofolate reductase-
thymidylate synthase 
(PfDHFR). 
- Dihydropteroate 
synthase (PfDHPS) 
-  Translationally 
controlled tumor 
protein (TCTP). 
- Chloroquine resistance 
transporter (PfCRT) 
- Multidrug resistance 
protein 1 (PfMDR1) 
- Kelch protein gene 
(K13) 

Runtuwene 
et al, 2018 

Infuenza 
virus Complete genome Wang et al, 

2015 

Zika virus Complete genome Quick et al, 
2017 

Ebola virus Complete genome Hoenen, 
2016 

4- Application of ONT in cancer research and 
diagnostic: 
Cancer is a heterogeneous disease that results from 
accumulation of mutations and epigenetic modifications 
in somatic cells. In last decade, researches have developed 
new anticancer drugs with a higher precision of molecular 
targeting. The cellular targets are genetically modified in 
cancer cells and are essential for tumor development and 
survival. Oncoprotein or oncogenes targets, which are 
mainly involved in various signaling pathways, are 
primarily products of gene fusions, obtained or functional 
mutations or overexpressed oncogenes (Ke and Shen, 
2017). The use of a targeted therapy is restricted to 
patients whose tumor has a specific gene mutation that 

codes for the target. However, precision medicine aimed 
to identify patients most likely to benefit from treatment 
(Tsimberidou et al, 2014). For this reason, genomic 
sequencing is required nowadays to better manage 
patients health and targets therapies to achieve the best 
outcomes in the management of cancer disease. In this 
context, ONT technonology has been used to detect DNA 
structural variant of tumor suppressor genes 
CDKN2A/p16 and SMAD4/DPC4 in pancreatic cancer. 
Results show that nanopore sequencing can detect large 
deletions, translocations and inversions at dilutions as low 
as 1:100, with as few as 500 reads per sample (Norris et 
al., 2016).  

De Jong et al., 2017 shows that MinION nanopore 
sequencing of long-range PCR amplicons is able to 
resolve the exon structure of whole BRCA1 transcripts. 
The study has identified 20 novels BRCA1 isoforms, 18 
of which contained multiple individual splicing events. 
The study was successful in demonstrating the capability 
of the MinION device to characterize the exon structure 
of whole BRCA1 transcripts and proved that MinION 
technology overcomes limitations of traditional PCR-
based techniques. 

In lung adenocarcinoma, a number of molecular-targeting 
medicines are available, such as gefitinib, erlotinib and 
afatinib for EGFR;34 crizotinib, ceritinib and alec tinib 
for ALK;35  and vandetanib and cabozantini. The drug 
prescription requires molecular characterisation and 
mutation detection. The study of Suzuki et al., 2017 has 
reported the use of MinION to detect various types of 
mutations in cancer-related genes like EGFR, KRAS, 
NRAS and NF1 in lung cancer but regardless of the error-
prone nature of the sequence data of MinION, in the case 
of homozygous mutant alleles, the cancerous mutations 
could be robustly detected. 

The 2016 WHO (world health organisation) 
classifications of central nervous system tumors require 
molecular profiling for final diagnosis. Common genes 
that delineate this classification include IDH, 1p/19q, 
SHH, WNT, TP53, and RELA. To date, only few studies 
has been published using the MinION to support 
molecular diagnosis of central nervous system tumor 
tissue. Despite a small sample size, the study of Patel et 
al., 2018 demonstrated that the MinION could provide 
critical diagnostic information regarding SNPs (single 
nucleotides polymorphism), copy number variations, and 
methylation patterns within a single workday.  

 

 

 

 

 

 

 

https://www.sciencedirect.com/topics/medicine-and-dentistry/cancer-cell
https://www.sciencedirect.com/topics/medicine-and-dentistry/oncoprotein
https://www.sciencedirect.com/topics/biochemistry-genetics-and-molecular-biology/oncogenes
https://www.sciencedirect.com/topics/biochemistry-genetics-and-molecular-biology/signal-transduction
https://www.sciencedirect.com/topics/medicine-and-dentistry/gene-fusion
https://www.cancer.gov/Common/PopUps/popDefinition.aspx?id=CDR0000045693&version=Patient&language=English
https://www.cancer.gov/Common/PopUps/popDefinition.aspx?id=CDR0000046063&version=Patient&language=English
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Table 2: some cancer related genes sequencing by Min 
Ion technology. 

5- Application of ONT for HLA typing and 
immunogenetic clinical research:  

The human genome contains many regions of high and 
low complexity that have relevance to an individual’s 
health. Some of the most complex regions of the genome 
are those that encode the human leukocyte antigen (HLA) 
and KIR (Killer-cell immunoglobulin-like receptors). The 
nano sequencer MinION is a potential device to sequence 
the HLA allele’s frequencies and KIR (killer-cell 
immunoglobulin like receptor) genes analysis (Ma et al., 
2015; Ton et al., 2018). Another study realized by Liu et 
al, 2018 have reported the use ONT for HLA typing to 
assess the immunologic compatibility between organ 
donors and recipients, their study report that the 
platform's high error rate makes it challenging to type 
alleles with accuracy. 

Likewise, Deutekom et al, 2017 have announced that the 
current status and data quality of MinION cannot yet be 
applied for routine HLA typing. 

The application of MinION for sequencing ABO genes, 
revealed that the new sequencer can be regarded as a 
novel platform for high throughput ABO genotyping, 
very suitable in cases where serology is unavailable 
(Matern et al, 2017). This technology has been also 
applied for the studies of polymorphisms in Alzheimer 
related gene and the results showed that the device can 
detect genetic variation but the high rate of error makes 
polymorphism determination so difficult (Brooks et al., 
2016;Ton et al., 2018). 

Furthermore, the ONT long read is a promising 
technology that can be applied for diagnostics of rare 
diseases like with ataxia-pancytopenia syndrome and 
severe immune dysregulation (Boweden, 2019) 

6- CONCLUSION:  
Regarding the speed and the low capital cost, the 

ONT is a promising tool that opens new era for scientific 
research, molecular diagnostic and personalized 
medicine, especially in developing countries where 
access to sequencing technology is so limited. This new 
technology has successful applications within clinical 
microbiology, human genome sequencing, and cancer 
genotyping across multiple specialties. The MinIon 
device is also a new instrument that has the ability to 
advance our understanding of biological pathways and 
disease etiology. 
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Abstract  

The data on preparation, structure and morphology of cellulose-based 
composites, those have oxide component as filler are reported. It is shown that 
depending on raw materials origin and processing degree cellulose samples 
reveal various degree of crystallinity (in the range 64 – 77 %). Obtained 
composites reveal even lesser crystallinity degree ≈ 57%. Detailed analysis of 
surface morphology was performed with using of scanning electronic 
microscopy. It was found the studied samples contains plates with sizes ~ 20 – 
50 μ those consist of close-packed grains of 5-10 μ size. In the case of 
composites some oxide nanoparticles (sizes up to 200 nm) were incorporated 
into grains of microcrystalline cellulose. It was established the luminescence 
properties of cellulose are dependent on type of plant raw materials as well as on 
processing methods. These factors have influence on luminescence intensity but 
profile of photoluminescence bands remains practically unchanged. Under 
excitation in 337-532 nm spectral region the composites that contain 
K2Eu(PO4)(MoO4) and LaVO4:Sm are characterized by intensive visible 
photoluminescence. Spectra of these PL depend on excitation wavelength. 
 
Keywords : microcrystalline cellulose ; composite ; oxide nanoparticles ; luminescence; 

dilatometry. 

 

   

INTRODUCTION 
Cellulose, as one of the most common natural polymers 
on Earth, is widely used for the production of functional, 
and among them, nanocomposite photovoltaic materials 
and devices based on them. In particular, it can be 
sensors, drives, devices for flexible electronics, etc. [1 - 
4]. However, cellulose and materials on its basis are not 
often used or studied as optical systems or systems where 
optical phenomena can be inquired. Up today, known 
examples of such applications are evidence of the promise 
of this development and applications direction. This 
applies, e.g, to the development of solar radiation 
dosimeters based on the composite structure consisting of 
an organic dye, titanium oxide (TiO2), as a photocatalyst, 
and a polyvinyl-pyrrolidone as a binding agent. These 
components are applied to the cellulose matrix (paper) by 
printing. Under influence of light, due to the 
photocatalytic reaction of titanium oxide, which is 
proportional to the duration of exposure and depending on 
the wavelength of light, there is a loss of color density of 
the dye. The level of color loss can be controlled on the 
eye, or instrumentally, by measuring the light coefficient 
reflection in ultraviolet (UV) or visible bands of solar 
radiation [5]. Cellulose fibers containing specific 
luminescent compounds can be effective modifiers for 
textile products, papers on paper and plastic. The essential 

advantage of oxide luminescent compounds as modifiers 
is their stability and the fact that it is difficult to remove 
them from the cellulosic fiber even using a special 
treatment [6-8]. 

The aim of the work is to develop micro/nanostructured 
composites based on microcrystalline cellulose (MCC) as 
matrix and some complex oxides as fillers, and to find out 
their structural and luminescent characteristics, which 
should confirm the perspectives of their practical 
application.  
In this work, we give data on the procedure of synthesis, 
manufacturing and structural and optical (luminescent) 
characterization of cellulose and MCC, synthesized in 
laboratory conditions at the Department of Ecology and 
Technology of Plant Polymers Igor Sikorsky “KPI” 
University. These data are compared with the similar 
characteristics of commercial MCC and composite 
materials made on its basis by cold pressing [9, 10]. 

To achieve the goal of work it was necessary to solve a 
number of problems, namely: to make samples of MCC 
from different representatives of domestic plant raw 
materials and to study their structural, morphological 
characteristics and physical properties; to make composite 
structures on the basis of the MCC and complex oxides; 
to study their structure and morphology; to study the 
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correlation between structural, morphological 
characteristics and physical properties of composites. 

II. MATERIALS AND METHODS OF STUDY : 
Several series of samples were investigated in this work. 
The A series, consisting of 5 specimens (A1, A2, … , 
A5), is a powdered material derived from a single plant 
material, the hemp fibers, at various stages of the 
synthesis procedure of the MCC. The B series, consisting 
of six samples (B1, B2, ... , B6), is an MCC, made from 
different representatives of domestic plants: flax fibers, 
Hemp, Kenafu, Straw Stems, Corn and Miskanthus. The 
method for the MCC obtaining samples is described in 
[11]. The commercial MCC tablets manufactured by 
ANCYR-B (Ukraine) were used as starting material for 
the production of C and D series samples of the samples. 
At first, the MCC tablets were spiked and dispersed using 
a rotary-planetary mill. Further, the identical parts of the 
resulting powder, weighing ~ 0.5 g, were mixed with a 
certain amount of pre-prepared oxide powder. Composite 
samples in the C series contained the nitrate agent, 
AgNO3. The design of the "MCC + AgNO3" composite, 
where AgNO3 was in amount 30 mg, is hereinafter 
referred to as C / Ag. The procedure for making samples 
of the D series was somewhat different from the previous 
one. Here a mixture of dispersed MCC and oxide was 
dissolved in 50 ml of high purity ethanol and subjected to 
ultrasound treatment (frequency, f = 4.2 kHz, processing 
time, t = 20 minutes). Then, the resulting suspension was 
kept for 30 minutes, the liquid merged and removed 
sediment filtered through a filter paper and dried in 
atmospheric environment at temperature of 60 C. Powders 
of mixtures of all series were compressed into tablets in 
the form of a disk with a diameter of ~ 10 mm and a 
thickness of ~ 1 mm. The samples of A and B series were 
obtained at a pressure of 1.8×104 kPa/m2, and samples of 
A and D series - under pressure of 580 kPa/m2. The 
samples made of dispersed MCCs that do not contain 
oxide are designated as O/0, and all others: D/ Name of 
the appropriate oxide/Oxide content in mg. 
The wide range of non-destructive solid-state control 
methods was used for research, namely, X-ray diffraction 
analysis, optical and electron microscopy, luminescent 
spectroscopy and light reflection spectroscopy. The 
surface morphology of the manufactured samples was 
investigated using an optical microscope OLYMPUS 
GX51. A detailed view of the samples surface was 
obtained using Tescan Mira 3LMU electronic beam 
scanning electron microscope (SEM). During 
measurements the diameter of the beam was 20 nm. 
Chemical elements microanalysis was performed using 
the instrumental tools of the same electron microscope. 
X-ray diffraction analysis of the structure of the samples 
structure (XRD) was performed using a powder 
diffractometer DRON-3M, working in Bragg-Brentano 
(θ/2θ) geometry and equipped with an X-ray tube BSV-28 
(wavelength λrad = 1.54178 Å). The X-ray scattering 
spectra were recorded in the range of 10-70° 2θ angles at 
the 0.1° step. Characteristics of luminescent radiation and 
luminescence excitation spectra were investigated in UV 

and visible ranges of light using the laser-spectral 
complexes LSK-1 and LSK-2. With these complexes, the 
luminescent properties can be investigated in the 
wavelength range of excitation, λex, 225 - 800 nm, and in 
the range of wavelengths of the radiation registration, λreg, 
300 - 1200 nm. 

III. RESULTS AND DISCUSSION 

A. Analysis of Optical and Electron Microscopy 
Data : 

Optical microscopic images show that the surface and, 
apparently, the volume of samples, as "pure" - without 
oxides, and incorporated by them, are rather 
heterogeneous.  

The different brightness of the image parts indicates that 
they are plates (plateau), located at different depths and 
under slightly different angles to the surface (Fig. 1 left 
part). A detailed analysis of the surface performed by 
SEM shows that these plates have a size ~ 20 - 50 
microns, and they themselves consist of tightly packed 
grains in the size of 5 - 10 microns. The said plateau can 
in some cases be separated by noticeable cracks (Fig. 1 
right part). In addition to the details described, it's easy to 
see the inclusion of another type - they have excellent 
color, shape and size. Obviously, these inclusions are 
particles of oxide compounds embedded into the matrix of 
the MCC. The size of the particles lies between 10 - 200 
nm. We also see that oxide nanoparticles are capable of, 
partially agglomerating in grain size 2 - 10 microns. 
Observed features of morphology of samples allow us to 
qualify the structure of pressed samples as similar to 
ceramic [9]. 

B. Qualitative and quantitative analysis of the 
manufactured samples composition: 
The analysis of the manufactured samples 

composition was performed in different zones of the 
investigated samples. Some of them in Fig. 1b is marked 
with colored rectangles 1 - 3. It is not surprising that the 
average content of carbon atoms, C, and oxygen, O, for 
all samples in the zones of the above plates (zone 1) is 74-
76 and 23-25%, respectively. These data confirm the 
above conclusion that observed in SEM images plates are 
the blocks of the matrix of the MCC.  

 
Fig. 1. Optical (left) and SEM (right) images of the 

D/K2Eu(PO4)(MoO4)/100 sample 
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The analysis of the mentioned inclusions (grains and 
their agglomerates) in composite samples showed that 
they really belong to the corresponding oxides, because 
their composition corresponds to the chemical 
composition of the oxides used [9]. 

C. XRD data analysis : 

X-ray diffraction spectra of the MCC investigated 
samples in the range of 10 - 45o 2θ angles demonstrate a 
series of diffraction lines associated with the diffraction of 
X-rays on the cellulose matrix. These relatively broad 
lines are approximately located at 2θ angles 16; 22.5 and 
34.5o. For all samples, lines and shoulders of lower 
intensity are also observed (Fig. 2). 

There are additional lines for composite samples. 
Their set, position and intensity distribution correspond to 
X-ray diffraction spectra of oxide compounds 
incorporated into composites. As the content of oxides 
increases, the intensity of these lines increases. Thus, it 
can be argued that these lines correspond to the inclusion 
of micro/nanoparticles of oxides to the cellulosic matrix, 
which is confirmed by comparison of these lines 
characteristics (position and intensity distribution) with 
the corresponding characteristics for AgNO3, La1-

xRExVO4 and K2Eu(PO4)(MoO4) compounds [9]. The 
diffraction spectra of the of the MCC matrix both by the 
number of lines, their position and intensity distribution 
are similar for all investigated samples - "pure" and those 
containing oxide. At the same time, more detailed 
analysis shows some differences. So, firstly, the half-
width of the lines is somewhat dependent on the origin of 
the samples: laboratory (series A and B) or commercial 
(series C and D), including the presence of oxide (series C 
and D) in their composition. These facts mean that as a 
procedure for removing the crystalline phase of cellulose 
from the starting material, which is different for 
laboratory and commercial specimens, and the type of 
oxide and its amount in the matrix, affect the distribution 
of nanosized MCC particles by size. 
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Fig 2 : X-ray diffraction spectra for samples of different stages 
of MCC preparation (1, 2) and for finished MCC (3, 4); 3 - 

laboratory, 4 - commercial MCC. (The sample number in the 
series is shown in the picture). 

On the basis of the measured X-ray diffraction spectra, we 
also estimated the crystallinity of the samples k, which 
characterizes the relative content of the crystalline phase 
in the investigated material. For this, the contribution of 
the amorphous phase (Iam) has been removed from the 
general spectrum: (Icryst + Iam). Here Icr is the area in the 
spectrum under the lines corresponding to the diffraction 
on the crystalline structure of the cellulose matrix, and Iam 
is the area of the continuous background on which the 
lines are located, and this background is due to scattering 
on the amorphous composite material. The method of the 
crystalline and amorphous component in the scattering 
spectra separating is shown in Fig. 2. (Details of this 
procedure can be found in [9].) Thus, the degree of 
crystallinity k was estimated by the formula: 

amcr

cr

II
I
+

=κ
       

(1) 

 
Calculated values fall within the limits of 64-77 % and 
61-66 % for "pure" samples of laboratory and commercial 
MCC, respectively, whereas for composites the values of 
crystallinity k are significantly lower and make up 57 - 
58%. Thus, the data on crystallinity indicate, firstly, the 
influence of the MCC synthesis procedure on the 
distribution of the crystalline and amorphous phases of 
cellulose in the finished product - MCC, and secondly, 
they show the influence of oxide particles on the structure 
and morphology of the crystalline phase of the MCC. The 
role of oxide micro/nanoparticles, obviously, is 
manifested in some destruction of the cellulose crystal 
lattice.  

D. Dilatometric behavior of the MCC and 
composites. 
Discussing the results of dilatometric behavior of the 

samples under study (ΔL/L0 dependences, where ΔL = 
L(T) - L0 is the change of the sample size after heating 
from starting T0 temperature to temperature T), it is easy 
to observe similar variation in dimension for the all 
composite samples, while ΔL/L0 behavior of the “pure” 
sample differs radically. Moreover, variations of the 
ΔL/L0 values are in the same range, despite of different 
behavior of corresponding ΔL/L0 curves. This range is 
near 13-23 10-3, while ΔL/L0 reaches value of 40 10-3 for 
the sample of minimal amount of oxide component (Fig. 
3).  

The description made above coincides with the data about 
coefficient of thermal expansions, α(T). We have found 
that α(T) values varies differently with temperature and 
the difference in variation is significant for the “pure” 
sample and “MCC-oxide” composites. The hidden peak 
of the α(T) curve is below of 40 °C and two strong 
dilatometric singularities are near 70 and 90 °C for the 
“pure” sample. Similar three features form α(T) curve for 
the sample of lowest oxide amount, we suppose, but they 
are smeared and shifted to the high temperature side, if 
compare with “pure” sample. (Their possible positions are 
near 35, 80, and 100 °C.) When oxide amount increases, 
only one singularity is seen near 92 and 97 °C on the α(T) 
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curves (Fig. 4). Described peculiarities imply that the 
mentioned “pure” and composite samples  are strongly 
different. This fact is related with impact of oxide 
particles on the structure, morphology and size of the 
cellulose matrix. 
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Fig. 3. dL/L for samples of different stages of MCC preparation 
(1, 2) and for finished MCC (3, 4); 3 - laboratory, 4 - 

commercial MCC. (The sample number in the series is shown in 
the picture). 
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Fig. 4. Coefficient of dilatation for samples of different stages of 
MCC preparation (1, 2) and for finished MCC (3, 4); 3 - 

laboratory, 4 - commercial MCC. (The sample number in the 
series is shown in the picture). 

E. Fluorescent properties of MCC and 
composites: 

A wide structural band is observed in the PL spectra of 
MCC produced by us at UV and violet light excitation 
(λex = 325-450 nm) regardless of MCC origin and pre-
history. In the range of visible light, in this band, at least 
three rather intensive components that lie within the limits 
of 375-500, 450-550, 525-625 and 625-725 nm (can be 
distinguished (Fig. 5). The most intensive is the 
component of blue-green radiation, 450-550 nm, within 
which lies the maximum of the spectral band of PL, λmax 
= ~ 490 nm, at its excitation with λex = 405 nm. The PL 
spectra of the samples at the stages of MCC preparation 
and spectra of the "pure" MCC show that the pre-history 
of the samples and therefore their composition, structure 
and morphology are in some way reflected in the 
characteristics of the luminescence. The oxide filler also 
plays some role and the difference of curve 5 in Fig. 3, 
which corresponds to the radiation of the "MCC+ 
AgNO3" composite, from the spectra of pure" MCC (Fig. 
5, curves 3, 4) confirms that. 

Therefore, we have the opportunity to assert that the 
observed radiation is associated with luminescent 
processes in the MCC matrix itself. Unfortunately, the 
question of their origin and the role of specific molecular 
components of the MCC or its derivatives (for example, 
carbonyl groups) is not fully understood. At the same 
time, the role in the luminescent processes of some 
molecular radicals, for example, hydroxyl groups, located 
on the surface of cellulose fibers, has previously been 
discussed. 

The MCC+oxide" composites " in the case when the 
oxide compound in its composition contains luminescent 
active centers such as ions of rare earth elements (Eu3+, 
Sm3+, etc.), are characterized by bright luminescence 
when excited by UV or visible radiation. The PL spectra 
of such composite samples essentially depend on the 
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wavelength of excitation (Fig. 6).  Thus, the blue-green 
radiation which is characteristic for the above-described 
emission of the cellulose matrix, dominates in the PL 
spectra at short-wave excitation (λex = 325 - 405 nm). 
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Fig.5. The PL spectra of the samples: A2 (1), A3 (2), A5 
(3), B6 (4), and C/AgNO3 composite (5) 

 

Fig. 6. The PL spectra of the composites 
D/K2Bi(PO4)(MoO4):Eu/100 (a) and D/LaVO4:Sm:Eu/10 (b); 
the wavelength of excitation is indicated in the Figure; T = 300 

K. 

The use of longer-wave excitation leads to an increase in 
the intensity of the long-wave components of the PL and 
the displacement of the maximum of the PL band to the 
long-wavelength side of the spectrum and to the 
appearance of line spectra which is characteristic of rear -

earth ions, Eu3+ and Samarium, Sm3+, in solid-state 
matrices [9]. 

IV. CONCLUSIONS 
1. Composite samples made by cold pressing method, 
where microcrystalline cellulose (MCC) is a matrix and 
the complex oxide compounds AgNO3, LaVO4: Sm, Eu 
and K2Bi (PO4)(MoO4):Eu are the fillers, have a ceramic-
like structure formed by the MCC plates and oxide grains. 

2. The composites are characterized by intense 
photoluminescence in visible light, whose spectrum 
consists of a wide band of luminescence of the cellulose 
matrix and a set of narrow lines caused by the emission of 
ions of rare-earth elements: Eu3+ and samarium, Sm3+. 

3. Taken results are the basis for further development of 
the studied cellulose-oxide composites as violet and blue 
light luminescent transformers and followed creation on 
their basis of new type of the "white" light emitting 
diodes. 
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Abstract  

 The effect of bulk parameters (¬diffusion length (Ln), absorption coefficient (α) and 
acceptor concentration (Na)) on the cathodoluminescence intensity (ICl) of p type CdTe has 
been theoretically investigated. To do this a self-consistent calculation method of (ICl) has 
been used. The obtained results show that ICl decreases when Ln and α increase up to a 
certain excitation energy E0, and then begins to decrease. The maximum of the ICl = f(E0) 
curves shifts towards high energies. 
 
Keywords: Cadmium Telluride, Cathodoluminescence, Bulk parameters, Self consistent method. 
 

   

I. INTRODUCTION 
The use of the scanning electron microscopy in 
cathodoluminescence mode (SEM-CL) has a great merit 
for the investigation of materials at a microscopic scale.  

The cathodoluminescence (Cl) is a very powerful 
technique which allows a spatial and spectral 
characterization of semiconductors. It has been widely 
used for the determination of parameters such as the 
diffusion length of the minority carriers, the absorption 
coefficient and the surface recombination velocity [1-7].  

However, a determination, as accurate as possible, of these 
parameters needs an exact description of the Cl signal 
generation. 

Until now, little attention has been paid to the theoretical 
study of the cathodoluminescence on cadmium telluride, as 
well as, the Cl dependence with the material parameters is 
much less developed. 

In addition, there is no detailed theoretical information and 
also no results available on the influence of the bulk 
parameters on Cl. 

Most previous theoretical studies of the Cl relate to the 
case of GaAs [8, 9]. That is why this work is of particular 
importance.  

The study is based on a theoretical model allowing the 
calculation of the Cl intensity [10,11], in order to 
investigate the influence of bulk parameters (diffusion 
length, absorption coefficient and doping concentration) of 
the material, on Cl signal. 

The role of these parameters has been determined through 
the discussion of the curve profiles of the signal versus the 
beam acceleration energy.  

2. THE THEORETICAL MODEL 
The modeling of cathodoluminescence phenomena 

and the approximations used are based on the following 
assumptions: 

- The studied sample is CdTe p type: it is considered 
semi-infinite, homogeneous, and divided on two regions, 
the depletion region (at the surface) and the neutral region 
(in the volume). 

- It is assumed that there is no radiative recombination 
in the depletion region, and that the electron-hole pairs 
generated by the incident electron beam, normal to the 
surface, are separated on two opposite directions due to the 
existence of the electric field [8]. 

- The capture coefficient of electrons and holes is the 
same. 

- The defects considered are surface defects. They 
have: an energy level Et, a concentration Nt and a charge 
Q. 

- A self-consistent method has been used for the 
calculation of the thickness Zd. 

- In the neutral region, we assume that the defects don’t 
affect the minority carrier concentration. 

- The minority carriers, generated by the electron beam 
(characterized by the current intensity Ip and the incident 
energy E0) have steady-state diffusion. 

- The analytical form of the energy dissipation 
function, is that proposed by Wu and Wittry [12], it is a 
modified Gaussian approximation, given by: 
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∆u, u0, b, B/A are constants, given in the case of CdTe by 
the following values [11]: 
∆u = 0.17, u0 = 0.057, b = 3, B/A = 0.5  
u is the normalized penetration (u=ρ.z/Re), ρ the density of 
the material (in g/cm3 ) and Re the maximum penetration 
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depth  of electron, given by K. Kanaya and S. Okayama 
[13]: 

( ) 67.1
0889.00276.0 Re E

Z
Aµm

ρ
=                         (2)                                                                                                      

Where A is the atomic weight (ACdTe = 240), Z the atomic 
number (ZCdTe = 50), E0 being the incident energy in keV, 
ρ the density of the material (ρCdTe = 6.1g/cm3). 

3. RESOLUTION OF THE CONTINUITY EQUATION 

To calculate the signal Cl, we have to resolve the 
continuity equation (3) of a steady-state on one dimension, 
which is the depth z in the neutral region. 

( ) ( )zRzGJdiv nnn −=


.                                       (3)                                                                                                         

Where Gn(z) and Rn (z) are the generation and 

recombination rates of minority carriers, respectively, nJ


 
the flux of the minority carriers, due to the diffusion 

component (gradient of concentration) only.  nJ


 is given 
by: 

( )ndagrDJ nn ∆−=


                              (4)                                                                                                                       

Where Dn is the coefficient of diffusion. 
For the low injection case, for a p-type semiconductor (∆p 
and ∆n << p0), the recombination rate will be given by: 
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Where τn is the electron lifetime, related to the diffusion 

length Ln and the diffusion coefficient Dn by: 
n

n
n D

L2
=τ  

The relationship between the generation rate and the 
function of the dissipation energy φ (u) is given by: 

( ) ( )u
R

zG
e
φρ

=                                                   (6)                                                                           

Taking into account the equations 4 and 5, the continuity 
equation can be rewritten as follows: 
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The solution of this differential equation is: 
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Where Bn is a constant, giving the excess electron 
concentration at (Z=Zd: Bn = ∆nǀZ=Zd). 
 
 
 
 

4. CALCULATION OF THE CL SIGNAL INTENSITY 

The total luminescence emitted from the sample is the 
intensity of the cathodoluminescence signal (ICl) [7].  

( ) ( ) ( ) dzznzA
V

..η  'R1ICl ∫
∆

−=
τ

                            (9)  

Where V is the sample volume, ∆n (z) the concentration of 
the excess minority carriers, η the luminescence efficiency 
coefficient, equal to τ/τr, τ being the total lifetime given 
by: 1/τ=1/τr+1/τnr, τr and τnr being the radiative and 
nonradiative lifetime respectively, (1-R) is the transmission 
coefficient through the surface and R the reflection 
coefficient, which can be expressed from the refractive 
index n by: 

2

1
1R 







+
−

=
n
n

                                           (10) 

For CdTe n is equal to 2.75. 
A’ (z) is the correction function of the optical losses at the 
depth z given by [14]: 
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where α is the absorption coefficient, θc the critical angle 
of total reflection on the surface, which depends on the 
refractive index of the material, we have: 
 sinθc=1/n [15]. 

If θc is not high enough, as is the case for CdTe (θc = 21°), 
we can approximate the relation (11) and obtain: 

A’(z) ≈ exp(-α.z)                                           (12) 

The calculation of ICI was subject to the following 
approximations: 

 The reflection coefficient will remain low as long 
as the critical angle of total reflection is low. 

 The excitation by means of electron beam can be 
approximated by a point source situated in the 
volume. 

 The correction function of energy losses is given 
by the formula 12. 

 Only radiative processes in the neutral region are 
considered, the lifetime will be τ≈τr. 

  The generation of electron-hole pairs due to the 
absorption of the internal luminescence is 
assumed to be negligible. 

Taking into account these 
approximations, the simplified 
model of weak excitation conditions, 
in the case of the band to band 

energy emission, was used. Thus the total Cl intensity is 
given by: 
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5. RESULTS AND DISCUSSION 

The variation of the cathodoluminescence intensity (ICl) 
with the incident electron beam energy is shown in Fig.1. 
These curves are the best ones providing quantitative 
results. 

The influence of Ln, α and Na parameters will be discussed 
in detail later in this work. The influence of the diffusion 
length can be seen on fig.1: for a given value of Ln, ICl 
increases until a maximum, reached for a certain value E0, 
that moves significantly to high energies when Ln 
increases. 

Generally ICl decreases with increasing Ln, due to the 
excess carriers, which take a long time for recombination.  

The appearance of a maximum for all the three values of 
Ln is related, on one hand, to carriers recombination, which 
generate the Cl signal, and on the other hand, to the optical 
absorption of the material, which reduces the Cl intensity. 
We are in the presence of competition between two 
phenomena: the minority carriers recombination is 
dominant up to a maximum, reached for some value E0, 
and then the optical absorption of the material becomes 
predominant. In addition, a shift of the maxima towards 
high energies is observed. It is explained, once again, in 
terms of recombination time: as soon as the Ln increases 
the time becomes longer and we need, therefore, more 
energy. 

0 10 20 30 40 50 60

0,0

0,2

0,4

0,6

0,8

1,0

 

 

3

2

1

1: Ln=0.6 µm
2: Ln=0.8 µm
3: Ln=1 µm

I Cl[u
.a]

E0[keV]
Figure 1. Variation of ICl intensity as a function of incident 

energy for different diffusion lengths. 
(Ip=10-10A, Et=1.3eV, Nt=108cm-2, Na=1015cm-3, 

α=104cm-1). 

The absorption coefficient, as shown in Fig. 2, acts 
significantly on Cl. This latter  decreases with increasing 
absorption coefficient. Generalizing, we can say that ICl 
would vanish for high values of α. Every curve has a 
maximum for a certain E0, which shifts, weakly, towards 
high energies. This shift is explained in terms of 
diminution of α effect at high energies: the absorption is 
delayed in comparison with lower energies. 
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 Figure 2. Variation of ICl intensity as a function of 

incident energy for different absorption coefficients. 
(Ip=10-10A, Et=1.3eV, Ln=1µm,  Nt=108cm-2, Na=1015cm-3). 

Figure 3 shows the influence of the doping concentration 
on ICl. We note that ICl decreases with increasing Na up to a 
well determined value of incident beam energy. This can 
be explained by the rate of nonradiative recombination, 
which increases when Na increases if we are in the low 
injection case. For high energies, the phenomenon is 
reversed because we are in high injection case. This 
explains why the curves and their maxima, of course, are 
shifted towards high energies. 

 
Figure 3.  Variation of ICl intensity as a function of 
incident energy for different doping concentrations. 

(Ip=10-10A, Ln=1µm, Et=1.3eV, Nt=108cm-2, α=104cm-1). 
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6. CONCLUSION 

In this study the influence of the most important bulk 
parameters (diffusion length (Ln), absorption coefficient 
(α) and acceptors concentration ( Na)) on the 
cathodoluminescence intensity ( ICl) of p type CdTe has 
been theoretically demonstrated. 

All curves show the same behavior, and each has a 
maximum, due to two competing phenomena, the first is 
the generation-recombination of electron-hole pairs, which 
increases the luminescence and dominates at low energies, 
the second is the absorption, which contributes to the 
decrease in luminescence, in particular, for high energy. 

The obtained results indicate that the Cl makes a difference 
between the volume and surface phenomena: the influence 
of L, α and Na parameters is more significant (great 
difference between the curves) for high energies, while for 
low energies this influence is weak. 

By adjusting the theoretical and experimental curves 
quantitative values of the various parameters can be 
estimated.  

The accuracy of the results led us to propose the model 
used in this study to predict experimental results by 
choosing the best conditions. 
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Abstract  

Bayesian predictive procedures give the researcher a very appealing method to evaluate 
the chances that the experiment will end up showing a conclusive result, or on the contrary 
an inconclusive one. The prediction can be explicitly based on either the hypothesis used to 
monitor the experiment expressed either in terms of prior distribution, on partially available 
data, or on both. In this paper, we propose a Bayesian predictive methodology based on two 
steps which can be used to develop an adaptive design for the experimental trials. This 
procedure does not require intensive computation and comprehensive simulations. We have 
used the non-informative prior to give evidence on the objectivity of the experimental data. 

Keywords: Bayesian prediction, p-value, clinical trials, Monte-Carlo simulations, exponential 
models, stopping rule. 
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INTRODUCTION 
The Bayesian approach brings a major flexibility to the 
statistical methodology of the experimental trials. A major 
strength of the Bayesian paradigm is the ease with which 
one can make predictions about future observations. In 
particular, we are interested in using this approach aiming 
at prediction in the context of experimental trials. The role 
which the predictive probability plays in the design and 
monitoring trials is important in several fields (reliability 
of systems medicine, biology, ecology,...) ([18], [9]). 

Bayesian predictive procedures have made an important 
contribution to inference and data analysis. Within this 
perspective, Bayesian predictive probabilities are a 
particularly useful device to communicate with the 
investigator. They give them a very appealing method to 
answer essential questions such as: "Given the current data, 
what is the chance that the final result will be in some sense 
conclusive, or on the contrary inconclusive? This question 
is unconditional because it requires consideration of all 
possible values of parameters. Whereas, traditional 
frequentist practice does not address these questions, 
predictive probabilities give them direct and natural 
answers. In particular, predictive procedures can be used to 
illustrate the effects of planning an experiment with a very 
small sample size, and to aid in the decision to abandon an 
experiment early. 

 For example, in phase II cancer trials, it is undesirable to 
stop a study early when the test drug is promising, and it is 
desirable to terminate the study as early as possible when 
the test treatment is not effective due to ethical 
consideration. For this purpose, a multiple stage design 
single arm trial is often employed to determine whether the 
test treatment is promising for further testing ([5]; [3]; [8]).  

The methodology adapted to the context of clinical trials is 
characterized by many constraints and unsatisfactions and 

forms the subject of a deep and continuous development 
([13]; [2]; [10]; [8]).  One of the reasons for such interest 
is likely to emanate from the fact that public health 
authorities are responsible for the permission of putting the 
drugs into market and they play a primordial role in the 
elaboration of a rigorous methodology of clinical trials, 
taking into consideration the views of all the actors in this 
field (industries, public institutes of research, hospitals and 
scientific journals). 

The primary goal clinical trial is to evaluate the efficiency 
and the tolerance of a new medical treatment. They are 
characterized by complex actions that cannot be readily 
modeled and they do not depend solely on statistical 
considerations (see for example [3]). In this situation, we, 
often, get primary experimental information in the form of 
step I, then we need to confirm some results ([3]; [8]; [9]). 
Formally, we consider the following situation: Using the 
data of the first sample, we can plan an experiment (a new 
sample) in a way to have good chances to get the intended 
conclusion if the experimentation is not discarded. 

The main objective of this paper is to provide a hybrid 
Bayesian-frequentist procedure for two stages designs to 
test the efficacy of a new therapy. This procedure is based 
on the concept of the index of satisfaction which is a 
decreasing function of the p-value, and we envisage, given 
the available data, to calculate a predicted satisfaction of 
this index by considering the previous observations using 
Bayesian approach.  Many authors have advocate to use 
Indexes in such situation as Lecoutre et al:1995, Merabet 
,2004, Merabet and Labdaoui, 2015, Djeridi and Merabet, 
2015, ([13][15][16][6])  because of their simplicity and 
flexibility in measuring the degree of satisfaction in the 
case of obtaining a significant result. We used this index to 
find a stopping rule for designing a phase II clinical trials. 
In this situation, we are led to a Bayesian approach butl 
with a frequentist test in mind.  
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Bayesian posterior probability, which is the probability 
that the parameter is contained within a meaningful region, 
is the best tool to answer the following question addressed 
by interim monitoring:" Is there convincing evidence in 
favor of the null alternative hypothesis?" On the other way, 
using stochastic curtailment methods such as, predictive 
probability and prediction of satisfaction, we give answers 
to the question: "Is the trial likely to show convincing 
evidence in favor of the alternative hypothesis if additional 
data are collected?" Because we deal, here, with the 
prediction of what evidence will be available at later stages 
in the study ([18]). If the futility is defined as a trial being 
unlikely to achieve its objective, then it is inherently a 
prediction problem and is best addressed using prediction 
of satisfaction. 

To illustrate our procedure, we studied several exponential 
models choosing a non-informative prior to highlight the 
analysis objectivity of the experimental data. It is usual in 
experimental research to assume non-informative priors, as 
a study is expected to bring evidence by itself ([12]). 
Bayesians use at or otherwise improper non-informative 
priors in situations where prior knowledge is vague relative 
to the information in the likelihood, or in settings where we 
want data (and not the prior) to dominate the determination 
of the posterior ([13]). Furthermore, the Jeffrey's priors are 
a particular choice because it is an exact counterpart of the 
arbitrariness involved within the frequentist approach 
(section 2.3). The numeric calculations and the simulation 
results are presented in the form of binary outcomes for 
phase II clinical trials and Gaussian model. 

2. STATISTIC METHODS 
       Bearing in mind that, that the experimental context 
consists of two successive experimentations, of results 
𝜔𝜔′ ∈ 𝛺𝛺′ and 𝜔𝜔′′ ∈ 𝛺𝛺′′, which are in general carried out 
independently. Their distributions built in the framework 
of a well established model, depend on a parameter 𝜃𝜃 ∈ 𝛩𝛩, 
only  𝜔𝜔" is used to found the official conclusion of the 
study and to determine the user’s satisfaction denoted 
𝜙𝜙(𝜔𝜔") (and on the choice of the decreasing function L 
about which we will come back in 2.4). But, on the basis 
of the result 𝜔𝜔′ of first step clinical trial, it is useful to 
anticipate what the satisfaction will be after the second 
step. In our study, this prediction is carried out in a 
Bayesian context, i.e., based on the choice of a prior 
probability on 𝛩𝛩.  

We denote: 

 𝑃𝑃Θ: Prior probability on 𝛩𝛩. 

 𝑃𝑃Θ𝜔𝜔′: Posterior probability on 𝛩𝛩, based on the result of the 
first step. 

 𝑃𝑃Ω"𝜃𝜃 : Sampling distribution of the second step. 

𝑃𝑃Ω"𝜔𝜔′: Probability on 𝜔𝜔", conditioned by the result of the first 
step. 

 

 

2.1 General Case: 
 In this experimental context, we will introduce the 
concept of the index of satisfaction relative to a hypothesis 
test where the null hypothesis is of type 𝜃𝜃 ≤ 𝜃𝜃0, in a 
framework where such a test may be constructed using a 
reasonable test function. 

 Let us suppose a model (𝑃𝑃𝜃𝜃)𝜃𝜃∈Θ_and test a null 
hypothesis Θ0 versus an alternative  Θ1 , defined by an 
application  Ψ(:Θ → 𝐼𝐼𝐼𝐼). We suppose that a point 𝑡𝑡0  
exists so that: 

𝜽𝜽 ∈ 𝚯𝚯𝟎𝟎 <=>  𝜳𝜳(𝜽𝜽) ≤ 𝒕𝒕𝟎𝟎 

Otherwise, let us suppose that we have a real application 
𝝃𝝃(𝛀𝛀" → 𝑰𝑰𝑰𝑰) such that: 

𝚿𝚿(𝛉𝛉𝟏𝟏) < 𝜳𝜳(𝛉𝛉𝟐𝟐) =>  ∀𝒕𝒕,𝐏𝐏𝛉𝛉𝟏𝟏[𝝃𝝃 ≤ 𝒕𝒕] ≥ 𝑷𝑷𝜽𝜽₂[𝝃𝝃 ≤ 𝒕𝒕] 

Then a test of a level 𝛂𝛂, of 𝚯𝚯₀ versus 𝚯𝚯₁(= {𝛉𝛉;  𝚿𝚿(𝛉𝛉) >
𝒕𝒕₀}) is defined by rejecting the hypothesis if the 
experimental result, y, verifies that 𝛏𝛏(𝐲𝐲) > 𝒈𝒈(𝜶𝜶), 𝐰𝐰𝐰𝐰𝐰𝐰𝐰𝐰𝐰𝐰 
𝐠𝐠(𝛂𝛂) is the (1-α)-quantile of the distribution of 𝛏𝛏 when 
𝚿𝚿(𝛉𝛉₀) = 𝐭𝐭₀. 

Indeed, the critical region, C, of this test, is then the set of 
the observations y, such that 𝛏𝛏(𝐲𝐲) > 𝒈𝒈(𝜶𝜶) and because of 
the stochastic creasing of the distributions of ξ, we have, 
for all θ₀ such that 𝚿𝚿(𝛉𝛉₀) = 𝐭𝐭₀, 

∀𝛉𝛉 ∈ 𝚯𝚯₀,𝐏𝐏𝛉𝛉(𝐂𝐂) ≤ 𝐏𝐏𝛉𝛉₀(𝐂𝐂) ≤ 𝛂𝛂  

Moreover, if 𝛉𝛉₁ ∈ 𝚯𝚯₁ and 𝛉𝛉₂ ∈ 𝚯𝚯₁ with 𝚿𝚿(𝛉𝛉₁) < 𝜳𝜳(𝜽𝜽₂),  

then 𝐏𝐏𝛉𝛉₁(𝐂𝐂) ≤ 𝐏𝐏𝛉𝛉₂(𝐂𝐂) which means that the power function 
increases with 𝚿𝚿(𝛉𝛉). 

2.2 Advantage of the p-value 
 The p-value is a measure of statistical evidence that 
appears in virtually all experimental research papers. Its 
interpretation is made extraordinarily difficult because it is 
not part of any formal system of statistical inference. As a 
result, the p-value's inferential meaning is widely and often 
wildly misconstrued (see for example [1]), a fact that has 
been pointed out in innumerable papers and books 
appearing since at least the 1940s. S. Goodman (2008) [7] 
reviewed a dozen of these common misinterpretations and 
explained why each is wrong. He, also, reviewed the 
possible consequences of these improper understandings or 
representations of its meaning. 

      The p-value is defined as the probability, under the 
assumption of no effect or no difference (the null 
hypothesis), of obtaining a result equal to or more extreme 
than what was actually observed (Fig. 1). 

         The curve represents the probability of every 
observed outcome under the null hypothesis. The p-value 
is the probability of the observed outcome (𝒙𝒙) plus all 
“more extreme” outcomes, represented by the shaded “tail 
area”. 
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Figure 1: Graphical depiction of the definition of a (one-

sided) p-value 

In some cases particularly in the two sided testing 
problems, there are difficulties in defining a p-value. To 
eliminate these difficulties, we follow Fisher and define it 
as follows: 

Definition1: The p-value associated with a test is the 
smallest significance level 𝜶𝜶 for which the null hypothesis 
is rejected. That mean, if 

𝒑𝒑(𝒙𝒙) = 𝐢𝐢𝐢𝐢𝐢𝐢 {𝜶𝜶;𝒙𝒙 ∈ 𝛀𝛀𝜶𝜶} 

Which eliminates ambiguities (as long as 𝛀𝛀𝜶𝜶 is specified 
for each 𝜶𝜶). 

Remark 2: According to Hwang et al. (1992) [11], the p-
value is admissible in the one sided tests under some 
conditions, and it is a minimax rule under absolute error 
loss. They presented a number of examples in which the p-
value is generalized Bayes, hence admissible under 
squared error loss function that it is a reasonable measure 
of accuracy. P-values are thus adaptive procedures that can 
be acceptable from a frequentist point of view (17). 

2.3 A brief comment about the choice of the prior 
distribution 
 A prior distribution captures all of the information 
known about the parameters $\theta$ before we collect 
data.  

    Along with the likelihood function, it is one of the two 
key components of a Bayesian model. 

   The traditional p-value is based on the samples that are 
“more extreme” than the observed data (under the null 
hypothesis). 

   But, for discrete data, it depends on whether include the 
observed data or not. For instance, the usual binomial test, 
for example, is conservative. But if the observed data are 
excluded, the test becomes liberal (12). A typical solution 
to overcome this problem consists in considering non-
informative prior distributions ([17], [9]).  

     These priors cannot be expected to represent exactly 
total ignorance about the problem at hand, but should rather 
be taken as reference or default priors, upon which 
everyone could fall back when the prior information is 
missing. Then, these particular prior distributions must be 
derived from the sample distribution, since this is the only 
available information. 

   While there are a number of formalisms for developing 
non-informative prior distributions, one of the most 
common uses Jeffreys’ rule, which results in a distribution 

often called a Jeffreys’ prior. Define the expected Fisher 
information as:  

𝑰𝑰(𝜽𝜽) = −𝑬𝑬 �
𝒅𝒅𝟐𝟐𝐥𝐥𝐥𝐥𝐠𝐠 (𝒇𝒇(𝒚𝒚|𝜽𝜽))

𝒅𝒅𝜽𝜽𝟐𝟐
� 

Jeffreys’ rule defines a non-informative prior as  

𝒇𝒇(𝜽𝜽) = [𝑰𝑰(𝜽𝜽)]𝟏𝟏/𝟐𝟐 

    More fundamentally, the choice of a prior depending on 
Fisher information is justified by the fact that 𝑰𝑰(𝜽𝜽) is 
widely accepted as an indicator of the amount of 
information brought by the model (or the observation) 
about 𝜽𝜽 ([17]). 

2.4 Index of satisfaction 
 This notion finds its origins in situations where the 
statistician, who carries out a test, "wishes" to detect a 
significant effect, i.e., to reject the null hypothesis 𝑯𝑯𝟎𝟎. 
Correspondingly, this statistician is, especially, more 
satisfied if, in function of the experimental results, this 
effect seems to be more significant. 

2.4.1 Rudimentary index: 
 Being 𝜶𝜶 fixed, let a test of level 𝜶𝜶 be defined by a 
critical region 𝛀𝛀𝟏𝟏

"(𝜶𝜶). A first index of satisfaction is defined 
by:  

𝝓𝝓(𝝎𝝎") = 𝟏𝟏𝛀𝛀𝟏𝟏"(𝜶𝜶)(𝝎𝝎") 

At a fixed 𝝎𝝎′, the prediction is: 

𝝅𝝅(𝝎𝝎′) = 𝑷𝑷𝛀𝛀"
𝝎𝝎′�𝛀𝛀𝟏𝟏

"(𝜶𝜶)� 

= � 𝑷𝑷𝛀𝛀"
𝛉𝛉 (

𝛀𝛀𝟏𝟏
"(𝜶𝜶)

𝛀𝛀𝟏𝟏
"(𝜶𝜶))𝑷𝑷𝚯𝚯𝝎𝝎

′(𝐝𝐝𝛉𝛉) 

Where 𝑷𝑷𝛀𝛀"
𝛉𝛉 (𝛀𝛀𝟏𝟏

"(𝜶𝜶)) is the power of the test for the value of  
𝜽𝜽. 

 The weakness of this index is that it expresses a 
satisfaction in "all or nothing" fashions (significant or not 
significant). 

2.4.2 Improved index  
 It is more interesting to take into account to what level 
will the result always appear significant. This is what the 
users highlight by giving, at the end of the test procedure, 
not only the conclusion in terms of "all nor thing" but also 
the smaller value of threshold for which the obtained result 
will be considered significant that is, from the point of view 
of the theory of the test, the p-value given in definition 1, 
and it is in our case 

𝒑𝒑 = 𝑷𝑷𝜽𝜽𝟎𝟎�𝝃𝝃 > 𝝃𝝃(𝝎𝝎′′)� 

An index of satisfaction (IS), for the considered test of level 
𝜶𝜶, is then defined naturally by an application from the 
results set in 𝑰𝑰𝑰𝑰+ such that: 

- Takes the value 𝟎𝟎 if we don't reject the hypothesis, i.e., if 
𝝃𝝃(𝒚𝒚) ≤ 𝒈𝒈(𝜶𝜶), 
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    - And if 𝛏𝛏(𝐲𝐲) > 𝒈𝒈(𝜶𝜶), is a decreasing function of  

𝑷𝑷𝜽𝜽₀(𝝃𝝃 > 𝝃𝝃(𝒚𝒚)), which we denote  

𝑳𝑳(𝑷𝑷𝜽𝜽₀(𝝃𝝃 > 𝝃𝝃(𝒚𝒚)) = 𝑳𝑳(𝟏𝟏 − 𝑭𝑭𝜽𝜽₀(𝝃𝝃(𝒚𝒚))) 

 where 𝑭𝑭𝜽𝜽₀ is the distribution of ξ at the frontier such as 
𝜳𝜳(𝜽𝜽₀) = 𝒕𝒕₀. 

   Remark 3: A rudimentary index is the indicator function 
of the critical region (which was studied by Grouin 
(1994)[13]) but it does not take into account of the "p-
value". 

2.5. Prediction of satisfaction 

      Being 𝛼𝛼 fixed, let a test of level 𝛼𝛼 be defined by a 

critical region Ω1
′′(𝛼𝛼). It is more interesting to take into 

account to what level will be the results always appear 
significant. We will use the new index of satisfaction 
(mentioned in section 2.4.2), wich  was studied by Merabet 
H. (2004)[15], and defined for the bayesian tests, based on 
the same prior 𝑃𝑃Θ, as: 

𝜙𝜙(𝜔𝜔′′)

= �
0                                                 𝑠𝑠𝑠𝑠   𝜔𝜔′′ ∈ Ω0

′′(𝛼𝛼) 

1 − 𝑠𝑠𝑖𝑖𝑖𝑖 �𝛽𝛽;𝜔𝜔′′ ∈ Ω1
′′(𝛽𝛽)�      𝑠𝑠𝑠𝑠   𝜔𝜔′′ ∈ Ω1

′′(𝛼𝛼) 
(1) 

A standard situation is that where an application 
𝜓𝜓(Θ → ℝ) is such as Θ0 = {𝜃𝜃;  𝜓𝜓(𝜃𝜃) ≤ 𝑡𝑡0} and 
where it also exists 𝜉𝜉(Ω′′ → ℝ) and 𝑔𝑔(]0,1[ → ℝ) 
such that  

Ω1
′′(𝛼𝛼) = {𝜔𝜔′′;  𝜉𝜉(𝜔𝜔′′) ≤ 𝑔𝑔(𝛼𝛼)} 

Where 𝑔𝑔(𝛼𝛼) is the (1 − 𝛼𝛼) quantile of the distribution 
of  𝜉𝜉  when 𝜓𝜓(𝜃𝜃0) = 𝑡𝑡0.  

Using the p-value; 

𝒑𝒑(𝝎𝝎′′) = 𝑷𝑷𝜽𝜽𝟎𝟎�𝝃𝝃 > 𝝃𝝃(𝝎𝝎′′)�, 

the index of satisfaction is thus defined naturally as 

𝜙𝜙(𝜔𝜔′′) = �
0                 𝑠𝑠𝑖𝑖          𝜉𝜉(𝜔𝜔′′) ≤ 𝑔𝑔(𝛼𝛼) 
𝐿𝐿�𝑝𝑝(𝜔𝜔′′)�      𝑠𝑠𝑖𝑖        𝜉𝜉(𝜔𝜔′′) > 𝑔𝑔(𝛼𝛼)   (2) 

Where 𝐿𝐿 is a decreasing function.  

Let 𝐹𝐹𝜃𝜃0be the distribution of 𝜉𝜉 at the frontier, i. e., for any 
𝜃𝜃0 such as 𝜓𝜓( 𝜃𝜃0) = 𝑡𝑡0, the index of satisfaction is 
defined by: 
𝜙𝜙(𝜔𝜔′′) =

�
0                               𝑠𝑠𝑖𝑖     𝑝𝑝(𝜔𝜔′′) ≥ 1 − 𝛼𝛼 
𝐿𝐿 �1 − 𝐹𝐹𝜃𝜃0(𝜔𝜔′′)�                       𝑒𝑒𝑒𝑒𝑠𝑠𝑒𝑒       

          (2) 
The prediction of satisfaction is then given by: 

𝝅𝝅(𝝎𝝎′) = � 𝝓𝝓(𝝎𝝎′′)
𝛀𝛀𝟏𝟏
′′(𝜶𝜶)

𝐏𝐏𝛀𝛀′′
𝛚𝛚′ (𝐝𝐝𝛚𝛚′′) 

= � �� 𝝓𝝓(𝝎𝝎")𝑷𝑷𝜴𝜴′′𝜽𝜽 (𝒅𝒅𝝎𝝎′′)
𝛀𝛀𝟏𝟏
′′(𝜶𝜶)

�
𝜣𝜣

𝑷𝑷𝜣𝜣𝝎𝝎′(𝒅𝒅𝜽𝜽) 

= � 𝑳𝑳�𝟏𝟏 −  𝑭𝑭𝜽𝜽𝟎𝟎(𝝎𝝎′′)�𝑷𝑷𝜴𝜴′′𝝎𝝎′ (𝒅𝒅𝝎𝝎′′)
{𝝎𝝎′′;𝝃𝝃(𝝎𝝎′′)>𝒈𝒈(𝜶𝜶) }

 

It is noticed that 

 ∫ 𝝓𝝓(𝝎𝝎")𝑷𝑷𝜴𝜴′′𝜽𝜽 (𝒅𝒅𝝎𝝎′′)𝛀𝛀𝟏𝟏
′′(𝜶𝜶)  generalizes the power of the test 

in the logic of the index of satisfaction proposed. 

    We can generalize this procedure to a family of limited 
indexes defined by  

𝑳𝑳(𝒑𝒑) = (𝟏𝟏 − 𝒑𝒑)𝒍𝒍, where 𝒍𝒍 ≥ 𝟎𝟎.  

It is preferable to choose limited indexes because they are 
easy to interpret. 

Remark 4:  

1. If 𝒍𝒍 = 𝟏𝟏,𝟏𝟏 − 𝝓𝝓(𝝎𝝎′′) is the p-value. 

2. In the case where 𝒍𝒍 = 𝟎𝟎, one finds the indicator function 
of the critical region which is the rudimentary index of 
Grouin ([13]). 

3. APPLICATION  

 Djeridi and Merabet  (2016) [6] proposed to calculate 
explicitly or numerically the prediction of satisfaction in 
several exponential models: binomial, poisson, gamma and 
gaussian for 𝐿𝐿(𝑝𝑝) = (1 − 𝑝𝑝) in the case of a test of 
threshold, 𝛼𝛼 where the null hypothesis is 

𝐻𝐻0:𝜃𝜃 ≤ 𝜃𝜃0. We are led to a Bayesian approach, ( but still 
with a frequentist test in mind) when the prior distribution 
of the unknown parameter 𝜃𝜃is non-informative. In this 
case, we choose the Jeffreys‘ prior (section 2.3). 

 3.1 Binomial distribution 
Let us suppose that all random variables are independent 
𝑋𝑋′𝑖𝑖 (1 ≤ 𝑠𝑠 ≤ 𝑘𝑘) and 𝑋𝑋′′𝑗𝑗 (1 ≤ 𝑗𝑗 ≤ 𝑖𝑖) has a 
bernoulli distribution 𝐵𝐵(𝜃𝜃 ) , where 𝜃𝜃  is unknown. 

Then 𝜔𝜔′ = ∑ 𝑋𝑋′𝑖𝑖𝑘𝑘
𝑖𝑖=1  has a binomial distribution 

𝐵𝐵(𝑘𝑘,𝜃𝜃 ) and 𝜔𝜔′′ = ∑ 𝑋𝑋′′𝑗𝑗𝑛𝑛
𝑗𝑗=1  has a binomial 

distribution 𝐵𝐵(𝑖𝑖,𝜃𝜃 ).  

By choosing the non-informative prior of Jeffrey's for 𝜃𝜃: 

𝑖𝑖(𝜃𝜃) = 𝜃𝜃−
1
2(1 − 𝜃𝜃)−

1
2 ∝ 𝐵𝐵𝑒𝑒𝑡𝑡𝐵𝐵 �

1
2

,
1
2
� 

The posterior density of 𝜃𝜃 given 𝜔𝜔′ is a beta distribution 

 𝐵𝐵𝑒𝑒𝑡𝑡𝐵𝐵 �𝜔𝜔′ + 1
2

,𝑘𝑘 − 𝜔𝜔′ + 1
2
� ([10]), and the predictive 

of 𝜔𝜔′′ given 𝜔𝜔′ is given by:  
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𝜈𝜈(𝜔𝜔′′|𝜔𝜔′)

=
𝐶𝐶𝑛𝑛𝜔𝜔′′𝛽𝛽 �𝜔𝜔′′ + 𝜔𝜔′ + 1

2 ,𝑖𝑖 + 𝑘𝑘 − (𝜔𝜔′+ 𝜔𝜔′′) + 1
2�

𝛽𝛽 �𝜔𝜔′ + 1
2 ,𝑘𝑘 − 𝜔𝜔′+ 1

2�
 

Where 𝛽𝛽(𝑥𝑥,𝑦𝑦) = Γ(𝑥𝑥)Γ(𝑦𝑦)
Γ(𝑥𝑥+𝑦𝑦)   

𝐵𝐵𝑖𝑖𝑎𝑎 𝐶𝐶𝑥𝑥
𝑦𝑦 = 𝑥𝑥!

𝑦𝑦!(𝑥𝑥−𝑦𝑦)!
 .  

Then, the index of satisfaction (IS) is: 

𝜙𝜙(𝜔𝜔′′)

=

⎩
⎨

⎧ 0                                      𝑠𝑠𝑖𝑖     𝜔𝜔′′ < 𝑞𝑞0 

� 𝐶𝐶𝑁𝑁𝑡𝑡𝜃𝜃0
𝑡𝑡(1 − 𝜃𝜃0)𝑁𝑁−𝑡𝑡

𝜔𝜔′′−1

𝑡𝑡=0

𝑠𝑠𝑖𝑖 𝜔𝜔′′𝑠𝑠𝑠𝑠 𝑠𝑠𝑖𝑖𝑡𝑡𝑒𝑒𝑔𝑔𝑒𝑒𝑖𝑖 𝐵𝐵𝑖𝑖𝑎𝑎  𝜔𝜔′′ ≥ 𝑞𝑞0      
 

 
Where  

𝑞𝑞0 = 𝑠𝑠𝑖𝑖𝑖𝑖 �𝑢𝑢;�𝐶𝐶𝑁𝑁𝑡𝑡𝜃𝜃0
𝑡𝑡(1 − 𝜃𝜃0)𝑁𝑁−𝑡𝑡

𝑁𝑁

𝑡𝑡=𝑢𝑢

≤ 𝛼𝛼 � 

and, the prediction of satisfaction (PIS) is:  

π�ω′� = � � � 𝐶𝐶𝑁𝑁𝑡𝑡 𝜃𝜃0
𝑡𝑡(1

𝜔𝜔′′−1

𝑡𝑡=0

N

ω′′=q0

− 𝜃𝜃0)𝑁𝑁−𝑡𝑡�𝜈𝜈�𝜔𝜔′′|𝜔𝜔′�  

= � � � 𝐶𝐶𝑁𝑁𝑡𝑡 𝜃𝜃0
𝑡𝑡(1 − 𝜃𝜃0)𝑁𝑁−𝑡𝑡

𝜔𝜔′′−1

𝑡𝑡=0

� 
N

ω′′=q0

×
𝐶𝐶𝑁𝑁𝜔𝜔′′𝛽𝛽 �𝜔𝜔′′ + 𝜔𝜔′ + 1

2 ,𝑁𝑁 + 𝐾𝐾 − (𝜔𝜔′ + 𝜔𝜔′′) + 1
2�

𝛽𝛽 �𝜔𝜔′ + 1
2 ,𝐾𝐾 − 𝜔𝜔′ + 1

2�
 

3.2 Poisson Sampling  
 Let us suppose that 𝑋𝑋′𝑖𝑖 (1 ≤ 𝑠𝑠 ≤ 𝑖𝑖) and 𝑋𝑋′′𝑗𝑗  (1 ≤ 𝑗𝑗 ≤

𝑘𝑘) are i.i.d. real random variables of Poisson 
distribution 𝒫𝒫(𝜃𝜃), where 𝜃𝜃  is unknown. 

Then 𝜔𝜔′ = ∑ 𝑋𝑋′𝑖𝑖𝑛𝑛
𝑖𝑖=1  have a Poison distribution 𝒫𝒫(𝑖𝑖𝜃𝜃 ) 

and 𝜔𝜔′′ = ∑ 𝑋𝑋′′𝑗𝑗𝑘𝑘
𝑗𝑗=1  have a Poisson distribution 𝐵𝐵(𝑘𝑘𝜃𝜃 ). If 

𝜃𝜃 has a non informative prior 𝑖𝑖(𝜃𝜃) = 𝜃𝜃−1 

Then the posterior density of 𝜃𝜃 given 𝜔𝜔′ will be 

𝑖𝑖(𝜃𝜃|𝜔𝜔′) ∝ 𝐺𝐺𝐵𝐵𝐺𝐺𝐺𝐺𝐵𝐵(𝜔𝜔′,𝑖𝑖) 

And the predictive of  𝜔𝜔′′ given 𝜔𝜔′ is 

𝜈𝜈(𝜔𝜔′′|𝜔𝜔′) =
Γ(ω′ + ω′′)
Γ(𝜔𝜔′)𝜔𝜔′′!

�
𝑖𝑖

𝑖𝑖 + 𝑘𝑘
�
𝜔𝜔′
�

𝑘𝑘
𝑖𝑖 + 𝑘𝑘

�
𝜔𝜔′′

 

The index of satisfaction is then expressed as: 

𝜙𝜙(𝜔𝜔′′) = �

0                                      𝑠𝑠𝑖𝑖     𝜔𝜔′′ < 𝑞𝑞0 

� 𝑒𝑒−𝑘𝑘𝜃𝜃0
(𝑘𝑘𝜃𝜃0)
𝑠𝑠!

𝜔𝜔′′−1

𝑠𝑠=0

                   𝑠𝑠𝑖𝑖   𝜔𝜔′′ ≥ 𝑞𝑞0      
 

Where  

𝑞𝑞0 = 𝑠𝑠𝑖𝑖𝑖𝑖 �𝑠𝑠;�𝑒𝑒−𝑘𝑘𝜃𝜃0
(𝑘𝑘𝜃𝜃0)
𝑠𝑠!

𝑢𝑢−1

𝑠𝑠=0

≥ 1 − 𝛼𝛼 � 

And the prediction of satisfaction is given by: 

π(ω′) = � � � 𝑒𝑒−𝑘𝑘𝜃𝜃0
(𝑘𝑘𝜃𝜃0)
𝑠𝑠!

𝜔𝜔′′−1

𝑠𝑠=0

 �
∞

ω′′=q0

𝜈𝜈(𝜔𝜔′′|𝜔𝜔′′) 

= � � � 𝑒𝑒−𝑘𝑘𝜃𝜃0
(𝑘𝑘𝜃𝜃0)
𝑠𝑠!

𝜔𝜔′′−1

𝑠𝑠=0

 �
Γ(ω′ + ω′′)
Γ(𝜔𝜔′)𝜔𝜔′′!

�
𝑖𝑖

𝑖𝑖 + 𝑘𝑘
�
𝜔𝜔′

�
𝑘𝑘

𝑖𝑖 + 𝑘𝑘
�
𝜔𝜔′′

 
∞

ω′′=q0

 

3.3 Gamma distribution 

Let us suppose that 𝑋𝑋′𝑖𝑖  (1 ≤ 𝑠𝑠 ≤ 𝑘𝑘) and 𝑋𝑋′′𝑗𝑗  (1 ≤ 𝑗𝑗 ≤ 𝑖𝑖) 
are i.i.d. real random variables of Gamma distribution 
𝐺𝐺(𝑝𝑝, 𝜃𝜃) where 𝜃𝜃  is unknown and 𝑝𝑝 is known. Then, 𝜔𝜔′ =
∑ 𝑋𝑋′𝑖𝑖𝑘𝑘
𝑖𝑖=1  have a Gamma distribution 𝐺𝐺(𝑘𝑘𝑝𝑝, 𝜃𝜃 ) and 𝜔𝜔′′ =

∑ 𝑋𝑋′′𝑗𝑗𝑛𝑛
𝑗𝑗=1  have a Gamma distribution𝐵𝐵(𝑖𝑖𝑝𝑝,𝜃𝜃 ). Let be 𝐾𝐾 =

𝑘𝑘𝑝𝑝 and 𝑁𝑁 = 𝑖𝑖𝑝𝑝 . 

If 𝜃𝜃 has a non informative prior 𝑖𝑖(𝜃𝜃) = 𝜃𝜃−1. Then the 
posterior density of 𝜃𝜃 given 𝜔𝜔′ will be:  

𝑖𝑖(𝜃𝜃|𝜔𝜔′) ∝ 𝐺𝐺𝐵𝐵𝐺𝐺𝐺𝐺𝐵𝐵(𝐾𝐾,𝜔𝜔′) 

And the predictive of  𝜔𝜔′′ given 𝜔𝜔′ is: 

𝜈𝜈(𝜔𝜔′′|𝜔𝜔′) =
1

𝛽𝛽(𝑁𝑁,𝐾𝐾)
(𝜔𝜔′′)𝑁𝑁−1(𝜔𝜔′)
(𝜔𝜔′′ + 𝜔𝜔′)𝑁𝑁+𝐾𝐾

𝐾𝐾

 

The index of satisfaction is then expressed as: 

𝜙𝜙(𝜔𝜔′′)

= �
0                                          𝑠𝑠𝑖𝑖     𝜔𝜔′′ < 𝑞𝑞0 

𝐹𝐹(𝜔𝜔′′) = �
(𝜃𝜃0)𝑁𝑁

Γ(𝑁𝑁) 𝑡𝑡
𝑁𝑁−1𝑒𝑒−𝑡𝑡𝜃𝜃0𝑎𝑎𝑡𝑡

𝜔𝜔′′

0
    𝑠𝑠𝑖𝑖   𝜔𝜔′′ ≥ 𝑞𝑞0      

 

Where  𝐹𝐹(𝑞𝑞0) = 1 − 𝛼𝛼. 

 

And the prediction of satisfaction is given by: 

π(ω′) = � ��
(𝜃𝜃0)𝑁𝑁

Γ(𝑁𝑁) 𝑡𝑡
𝑁𝑁−1𝑒𝑒−𝑡𝑡𝜃𝜃0𝑎𝑎𝑡𝑡

𝜔𝜔′′

0
 �

∞

q0
𝜈𝜈(𝜔𝜔′′|𝜔𝜔′′)d𝜔𝜔′′ 
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= � ��
(𝜃𝜃0)𝑁𝑁

Γ(𝑁𝑁) 𝑡𝑡
𝑁𝑁−1𝑒𝑒−𝑡𝑡𝜃𝜃0𝑎𝑎𝑡𝑡

𝜔𝜔′′

0
 �

1
𝛽𝛽(𝑁𝑁,𝐾𝐾)

(𝜔𝜔′′)𝑁𝑁−1(𝜔𝜔′)
(𝜔𝜔′′ + 𝜔𝜔′)𝑁𝑁+𝐾𝐾

𝐾𝐾

𝑎𝑎𝜔𝜔"
∞

q0
 

This can be estimated numerically. 

3.4. Gaussian model 
Relying on the Central Limit Theorem, statisticians in 

the first half of the nineteenth century were almost always 
referring to the normal distribution. There are obviously 
many phenomena for which a normal model is not 
applicable, but it is still extensively used, in particular, in 
econometrics and in fields where the Central Limit 
Theorem approximation can be justified (particle 
reliability, etc.). In fact, the normal approximation is often 
justified for asymptotic reasons (see [17]). Therefore, it is 
of interest to study in detail this particular distribution from 
a Bayesian viewpoint. The corresponding calculations of 
the prediction being realizable by the Monte-Carlo 
methods (section 4). 

We perform independent observations of same normal 
random variable 𝒩𝒩(𝜃𝜃,𝜎𝜎2). In all that follows, Φ and 𝜑𝜑  
(resp. 𝑇𝑇𝑛𝑛−1 and 𝑡𝑡𝑛𝑛−1) indicates the cumulative distribution 
function and the  density of the distribution 𝒩𝒩(0,1) 
respectively (resp. of the student distribution 𝒯𝒯1(𝑖𝑖 − 1,0,1) 
)  . 

The first result; 𝑥𝑥 = (𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝑛𝑛), is a series of 𝑖𝑖 
observations and the second result is a series; 𝑦𝑦 =
(𝑦𝑦1,𝑦𝑦2, … ,𝑦𝑦𝑘𝑘). 

For obvious reasons of exhaustiveness, we will base all 
calculations on 𝑥𝑥 = 1

𝑛𝑛
∑ 𝑥𝑥𝑖𝑖𝑛𝑛
𝑖𝑖=1  and 𝑦𝑦 = 1

𝑘𝑘
∑ 𝑦𝑦𝑗𝑗𝑘𝑘
𝑗𝑗=1  , of 

distributions 𝒩𝒩(𝜃𝜃,𝜎𝜎12) and  𝒩𝒩(𝜃𝜃,𝜎𝜎22), respectively, 
where 𝜎𝜎12 = 𝜎𝜎2

𝑛𝑛
 and 𝜎𝜎22 = 𝜎𝜎2

𝑘𝑘
. 

We suppose here that 𝜎𝜎2 is unknown (so 𝜎𝜎12 and 𝜎𝜎22) (The 
situation where 𝜎𝜎2 is known was studied in [15]). We 
choose as a priori distribution for (𝜃𝜃,𝜎𝜎2) the non-
informative distribution  𝜋𝜋(𝜃𝜃,𝜎𝜎2) = 1

𝜎𝜎
 ([17]). We wish to 

test a null assumption of type 𝜃𝜃 ≤ 𝜃𝜃0.  

 We use here a usual test ranging on 𝑦𝑦, whose critical 
region is ]𝑞𝑞0, +∞[, where 𝑞𝑞0 = 𝜃𝜃0 + 𝑆𝑆′2𝑢𝑢𝛼𝛼+, 𝑢𝑢𝛼𝛼+ indicating 
the upper 𝛼𝛼 quantile of the standard normal 
distribution 𝒩𝒩(0,1): 
 Φ(𝑢𝑢𝛼𝛼+) = 1 − α and 𝑆𝑆′2 = 𝑆𝑆2

√𝑘𝑘
. The posterior density 

associated to the prior 𝜋𝜋(𝜃𝜃,𝜎𝜎2) = 1
𝜎𝜎
 and applied to the 

second phase  𝑦𝑦 = (𝑦𝑦1,𝑦𝑦2 , … ,𝑦𝑦𝑘𝑘) is then: 

𝜃𝜃|𝜎𝜎,𝑦𝑦, 𝑆𝑆22~𝒩𝒩�𝑦𝑦,
𝜎𝜎2

𝑘𝑘
�  𝐵𝐵𝑖𝑖𝑎𝑎 

𝜎𝜎2|𝑦𝑦, 𝑆𝑆22~ℐ𝒢𝒢 �
𝑘𝑘 − 1

2
,
𝑆𝑆22

2
� 

Where   𝑆𝑆22 = 1
𝑘𝑘
∑ �𝑦𝑦𝑗𝑗 − 𝑦𝑦�

2𝑘𝑘
𝑗𝑗=1 . 

 And the predictive density of 𝑦𝑦 given 𝑥𝑥 is given by: 

𝑖𝑖𝑥𝑥(𝑦𝑦) =
Γ �𝑖𝑖2�

√𝜋𝜋Γ �𝑖𝑖 − 1
2 �

1
𝑆𝑆1
√𝑖𝑖𝑘𝑘
√𝑖𝑖 + 𝑘𝑘 ⎝

⎜
⎜
⎛(𝑦𝑦 − 𝑥𝑥)2

𝑆𝑆12
𝑘𝑘𝑖𝑖

(𝑖𝑖 + 𝑘𝑘)

+ 1

⎠

⎟
⎟
⎞

−𝑛𝑛2

 

Where  𝑆𝑆12 = 1
𝑛𝑛
∑ (𝑥𝑥𝑖𝑖 − 𝑥𝑥)2𝑛𝑛
𝑖𝑖=1 . 

We identify a student distribution  𝒯𝒯1 �𝑖𝑖 − 1, 𝑥𝑥, 𝑆𝑆1
√𝑛𝑛𝑛𝑛
√𝑛𝑛+𝑛𝑛

� 

Finally the prevision of satisfaction is: 

𝜋𝜋(𝑥𝑥) = � Φ�
y − 𝜃𝜃0

S2
√k

�
+∞

𝑞𝑞0

×
Γ �𝑖𝑖2�

√𝜋𝜋Γ�𝑖𝑖 − 1
2 �

1
𝑆𝑆1
√𝑖𝑖𝑘𝑘
√𝑖𝑖 + 𝑘𝑘 ⎝

⎜
⎜
⎛(𝑦𝑦 − 𝑥𝑥)2

𝑆𝑆12
𝑘𝑘𝑖𝑖

(𝑖𝑖 + 𝑘𝑘)

+ 1

⎠

⎟
⎟
⎞

−𝑛𝑛2

𝑎𝑎𝑦𝑦 

4. EXAMPLES 

4.1 Application for binary outcomes: 

We consider the design for real data, taken from the study 
of predictive probability approach ([14]; [3]; [20]) . 

In a phase II trials, an investigator plans to enroll a 
maximum of 𝑁𝑁𝑚𝑚𝑚𝑚𝑥𝑥 = 40 patients into the study. At a given 
time 𝜔𝜔′ = 16 responses are observed in 𝑘𝑘 = 23 patients. 
In the light of this result should the investigator continue 
the trial or stop it using the index of satisfaction IS and its 
prediction PIS if he enrolls all patients? 

    Assuming a prior distribution of 𝜃𝜃 as 𝐵𝐵𝑒𝑒𝑡𝑡𝐵𝐵(1/2,1/
2) and with the number of responses in future 𝑖𝑖 = 17 
patients, 𝜔𝜔′′ follows a beta-binomial distribution 
(17, 16.5, 7.5). At each possible value of 𝜔𝜔′′ = 𝑠𝑠, the 
posterior probability of 𝜃𝜃 follows a beta distribution 
𝜃𝜃|𝜔𝜔′,𝜔𝜔′′ = 𝑠𝑠 ∼ 𝐵𝐵𝑒𝑒𝑡𝑡𝐵𝐵(1

2
+ 𝜔𝜔′ + 𝑠𝑠, 1

2
+ 𝑁𝑁𝑚𝑚𝑚𝑚𝑥𝑥 − 𝜔𝜔′′ − 𝑠𝑠) 

For this example 

𝜃𝜃|𝜔𝜔′ = 16,𝜔𝜔′′ = 𝑠𝑠 ∼ 𝐵𝐵𝑒𝑒𝑡𝑡𝐵𝐵(16.5 + 𝑠𝑠, 24.5 − 𝑠𝑠)  

In order to use the index of satisfaction IS for 𝜃𝜃₀ = 60%, 
we have to find 𝑞𝑞₀ = 13, for level of significance 𝛼𝛼 =
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0.05. So the index of satisfaction IS and its prediction PIS 
will be Table 1 

 
Table 1: IS and PIS for different values of 𝜔𝜔′ and 𝜔𝜔′′. 

  In this case, the prediction of satisfaction will be 
𝜋𝜋(𝜔𝜔′ = 16) = 0.40 and we will reject 𝐻𝐻₀. This result is 
the same as the Simon's design ([20]) and the Predictive 
Probability design introduced by Lee and Liu (2008) [14] 
but with little satisfaction. On the other hand, if we take 
𝜔𝜔′ = 20, then 𝜋𝜋(𝜔𝜔′ = 20) = 0.85 and we should reject 
the null hypothesis with a great satisfaction, so we are more 
satisfied about the efficacy of the treatment. 

4.1.1 PIS-procedure as a stopping rule: 

   This procedure can be used formally as a stopping rule 
for clinical trials. At interim analysis, termination occurs to 
reject 𝐻𝐻0 if the prediction of satisfaction PIS at point 𝜃𝜃0is 
high, formally, if it is greater than a specified constant 
𝛾𝛾between 0.5 and 1. 

 The specific stopping criteria are typically unique to each 
trial and include ethical and business considerations, such 
as risk/ benefit considerations, available resources, 
opportunity cost, and overall statistical power. In the 
context of interim monitoring for futility, prediction of 
satisfaction is naturally appealing because it directly 
addresses the relevant question, that is, whether a trial is 
likely to reach its objective if continued to the planned 
maximum sample size.  

 In our example, even if we take 𝛾𝛾 ≥ 0.5, than 𝜋𝜋(𝜔𝜔′ =
17) = 0.52  (table 1). In this case, our satisfaction will be 
great and we are satisfied that our treatment is promising 
and we should collect more information about it. 
Furthermore, this non-informative prior and cut-off reserve 
type I error which is: 

 𝐼𝐼𝑃𝑃(𝜔𝜔′ > 17|𝜃𝜃0 = 0.60) = 0.05. In this case, the actual 
power of this design, for an alternative of 𝜃𝜃1=0.80, is 0.84. 

  Tables 2 (a) and (b) gives the values of the prediction of 
satisfaction PIS for different values of 𝜃𝜃0, 𝑘𝑘,𝑖𝑖,𝜔𝜔′, for 𝛼𝛼 =
0.05. 

 
Table 2 (a): PIS for different values of 𝜃𝜃0. 

 
Table 2 (b): PIS for different values of 𝜃𝜃0, 𝑘𝑘,𝑖𝑖,𝜔𝜔′, for 

𝛼𝛼 = 0.05. 

Larger values of 𝜃𝜃₀, for example, 80% have a slower rate 
of convergence to 1 than the smaller values, for example, 
20% (see figure 2 (a)), because we need more arguments 
to reject the null hypothesis. Also, for type I error, the 
rejection of the null hypothesis will be hard if we increase 
the level of significance (figure 2 (b)). 

 

Figure 2: PIS augments slowly if 𝜃𝜃 increases (a) and if 
the level of significance is greater (b). 

A criticism addressed to this procedure, that it does not give us 
direct Bayesian information about 𝜃𝜃  such as could provided 
by a credible interval. Also, to prove the efficacy of the 
treatment we should have a big probability of success. In the 
example above, the trial will stop for futility if less than 17 
successes/23 (74%) are observed. 
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3.4.1. Monte Carlo’s Method : 
 In order to carry out the calculation of 𝜋𝜋(𝑥𝑥) using a 
Monte Carlo method, and by change of variable, we rewrite 
it in the following form: 

𝜋𝜋(𝑥𝑥)

= [1 − 𝑇𝑇𝑛𝑛−1(𝐵𝐵 + 𝛾𝛾𝑢𝑢𝛼𝛼+)]� Φ�
z − 𝐵𝐵
γ

�
+∞

−∞

×
𝑡𝑡𝑛𝑛−1(𝑧𝑧)

1 − 𝑇𝑇𝑛𝑛−1(𝐵𝐵 + 𝛾𝛾𝑢𝑢𝛼𝛼+) 𝕝𝕝�𝑚𝑚+𝛾𝛾𝑢𝑢𝛼𝛼+,+∞�𝑎𝑎𝑧𝑧 

Where 𝐵𝐵 = √𝑛𝑛−1
𝑆𝑆′1

(𝜃𝜃0 − 𝑥𝑥)  ,  𝛾𝛾 = √𝑖𝑖 − 1 𝑆𝑆′2
𝑆𝑆′1

 

With  𝑆𝑆′1 = 𝑆𝑆1

� 𝑛𝑛𝑛𝑛
𝑛𝑛+𝑛𝑛

, 𝑆𝑆′2 = 𝑆𝑆2
√𝑘𝑘

 , and 

𝑡𝑡𝑛𝑛−1(𝑧𝑧)
1−𝑇𝑇𝑛𝑛−1�𝑚𝑚+𝛾𝛾𝑢𝑢𝛼𝛼+�

𝕝𝕝�𝑚𝑚+𝛾𝛾𝑢𝑢𝛼𝛼+,+∞� 

is the probability density 𝒬𝒬 deduced from the cumulative 
distribution function of the student distributioned  by the 
event [𝐵𝐵+, +∞[. 

The Monte Carlo method then consists in approaching 
𝜋𝜋(𝑥𝑥)by: 

[1 − 𝑇𝑇𝑛𝑛−1(𝐵𝐵 + 𝛾𝛾𝑢𝑢𝛼𝛼+)] �
1
𝑁𝑁
�Φ�

Zi − 𝐵𝐵
γ

�
𝑁𝑁

𝑖𝑖=1

� 

Where the Zi are 𝑁𝑁 realisations of the probability 𝒬𝒬. The 
pulling of the Zi proceeds in the following way: 

- 𝑈𝑈𝑖𝑖 is drawn according to the uniform distribution 
on[0,1]. 

- 𝑉𝑉𝑖𝑖 =  𝑇𝑇𝑛𝑛−1(𝐵𝐵 + 𝛾𝛾𝑢𝑢𝛼𝛼+) + �1 − 𝑇𝑇𝑛𝑛−1(𝐵𝐵 + 𝛾𝛾𝑢𝑢𝛼𝛼+)�𝑈𝑈𝑖𝑖  ; 
i.e., that 𝑉𝑉𝑖𝑖 follows the uniform distribution on 
[𝑇𝑇𝑛𝑛−1(𝐵𝐵 + 𝛾𝛾𝑢𝑢𝛼𝛼+), 1].  

Zi =  𝑇𝑇−1𝑛𝑛−1( 𝑉𝑉𝑖𝑖), i.e., that  Zi follows the distribution 𝒬𝒬. 

4.2. Result’s representation and discussion 

We will find below the representative curves of 𝜋𝜋 as a 
function of the observation 𝑥𝑥 = 1

𝑛𝑛
∑ 𝑥𝑥𝑖𝑖𝑛𝑛
𝑖𝑖=1 . We have 

considered only the case where 𝜃𝜃0 = 0 and in the first as in 
the second sample, the observations are of the same unit 
variance 𝜎𝜎2 but where the numbers can vary, considering 
that a modification of 𝜃𝜃0 and 𝜎𝜎2 will only result in a 
translation effect. We have considered, the two cases: 𝛼𝛼 =
0.05 and 𝛼𝛼 = 0.01. On the other hand, we have taken 𝑘𝑘 =
10 , 20 or 30 for 𝑖𝑖 = 10 (Figure 3 and Figure 4). 

 
Figure 3: Prediction of satisfaction based on 5000 

iterations for 𝛼𝛼 = 0.05,  𝜎𝜎2 = 1 and 4. Graphs with a step 
0.001 for 𝑥𝑥. 

 
Figure 4: Prediction of satisfaction based on 5000 

iterations for 𝛼𝛼 = 0.01,  𝜎𝜎2 = 1 and 4. Graphs with a step 
0.001 for 𝑥𝑥. 

  Graphs (3(a)- 3(b)) represent the prediction of 
satisfaction when 𝛼𝛼 = 0.05. The first one is for 𝜎𝜎 = 1 and 
the second is for 𝜎𝜎 = 2. We see clearly that the satisfaction 
rises with 𝑖𝑖 and the convergence becomes slower in the 
second one and it is clear that when 𝑘𝑘 augments the 
satisfaction increases fastly. 

Furthermore, graphs (4(a)- 4(b)) represent the prediction of 
satisfaction when 𝛼𝛼 = 0.01 and 𝛼𝛼 = 0.05 for 𝑖𝑖 = 𝑘𝑘 = 10 
and 𝜎𝜎 = 1 or 𝜎𝜎 = 2 respectively. We can make the same 
remark but the values augment moving away from 0 fastly 
in the second graph than in the first one because we need 
more arguments to reject the null hypothesis. This conveys 
well the interest of the consideration of the p-value in the 
index of satisfaction that the reject region is more 
informative since 𝑥𝑥 is larger, which gives importance to the 
indicated index. 

5. CONCLUSION 

  Bayesian predictive procedures have an important 
contribution to inference and data analysis. Within this 
perspective, Bayesian predictive probabilities can be used 
for interim monitoring of experimental trials to estimate the 
probability of observing a statistically significant result if 
the trials are to continue to its predefined maximum sample 
size. 

 The main objective of this paper is to present an 
answer to the question:" How to evaluate, if a given 
experiment will be conclusive about a hypothesis before it 
is performed?". The answer is given by the proposal hybrid 
Bayesian-frequentist procedure to evaluate whether a p-
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value-based hypothesis test will yield a conclusive result in 
the context of clinical trials. The proposed design is based 
on a family of limited indexes of satisfaction which was the 
generalization of the “rudimentary“ index of satisfaction 
considered in [13]. 

 The methodology is useful in two-steps testing 
procedures; the result of the first step is used to decide if 
the experiment will be continued. Given the posterior 
distribution derived from the available data, the prediction 
of satisfaction is defined as the predictive expectation of 
the index of satisfaction for the future sample. We consider 
different cases of the application of the proposed procedure 
with a non-informative prior. 

 Furthermore, we can use this procedure to develop an 
adaptive design for experimental trials especially in the 
sequential analyses to monitor trials very well by choosing 
any cohort size for the steps. Examples in section 4, for 
both binary outcomes and it’s approximation to the 
Gaussian model, gives the characteristics of this procedure. 

  For example, in the context of interim monitoring for 
futility for single–arm clinical trials, prediction of 
satisfaction is naturally appealing because it directly 
addresses the relevant question, that is, whether a trial is 
likely to reach its objective if continued to the planned 
maximum sample size. In this situation, the index of 
satisfaction can be used formally as a stopping rule. At 
interim analysis, termination occurs to reject 𝐻𝐻0 if the 
prediction of satisfaction  PIS, at a point 𝜃𝜃0, is high, 
formally, if it is greater than a specified constant between 
0.5 and 1. The specific stopping criteria are typically 
unique to each trial and include ethical and business 
considerations, such as risk/ benefit considerations, 
available resources, opportunity cost, and overall statistical 
power.  

  Bayesian experimental trial simulation is a generic 
tool that can compute the predictive satisfaction for any 
trial result, whether that is based on a Bayesian analysis of 
the data, frequentist significance tests or a formal decision 
analysis such as a decision by a health care provider to put 
a drug in the market. In our paper, we have taken an 
inferential problem related to the binary outcomes and the 
Gaussian model usig this methodology and this stopping 
rule for the trial. The simulations results have perfectly 
illustrated the procedure which ensures the neutrality, the 
objectivity and esspecially the ethical considerations. The 
numeric calculus were similars to those obtained by [8] and 
[20]. 
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Abstract  

 Harmonic pollution is a very common issue in the field of power electronics, Harmonics 
can cause multiple problems for power converters and electrical loads alike, this paper 
introduces a modulation method called selective harmonic elimination pulse width 
modulation (SHEPWM), this method allows the elimination of a specific order of harmonics 
and also control the amplitude of the fundamental component of the output voltage. In this 
work SHEPWM strategy is applied to a five level cascade inverter. The objective of this 
study is to demonstrate the total control provided by the SHEPWM strategy over any rank of 
harmonics using the simulated annealing optimization algorithm and also control the 
amplitude of the fundamental component at any desired value. Simulation and experimental 
results are presented in this work. 
 
Keywords: Multilevel inverter, harmonic elimination, simulated annealing, optimization. 
 

   

INTRODUCTION 
Electronic motor controllers play a major role in our daily 
life, these devices can be found anywhere especially in 
industrial applications. There are multiple types of power 
converters such as AC to DC, DC to DC and DC to AC. 
The Direct to Alternative Current converters (DC to AC) 
are the most used type of power converters for the control 
of alternating current motors. Cascade DC to AC 
multilevel inverters are suitable for high power 
applications they can withstand a huge amount of voltage 
stress; they are also very easy to make and to maintain due 
to their modular structure. The conventional multilevel 
cascade configuration can be achieved by connecting 
multiple H-bridge modules in series; this configuration will 
be briefly covered in this work. The harmonic content in an 
AC voltage waveform generated by an inverter can affect 
significantly the performance of AC machines. For 
example harmonics can raise the temperature of an AC 
motor which decreases the lifetime of the insulation and 
consequently the lifetime of the motor itself. One way to 
fight this problem is by choosing the right modulation 
strategy.  Several modulation strategies have been 
proposed and studied for the control of multilevel inverters 
such as Sinusoidal Pulse width modulation (SPWM) [1] 
and space vector pulse width modulation (SVPWM) [2]. A 
more efficient method called selective harmonic 
elimination pulse width modulation (SHE-PWM) is also 
used; the method offers a lot of advantages such as 
operating the inverters switching devices at a low 
frequency which extends the lifetime of the switching 
devices. The main disadvantage of selective harmonic 
elimination method is that a set of non-linear equations 
extracted from the targeted system model must be solved 
to obtain the optimal switching angles to apply this 
strategy. Multiple computational methods have been used 
to calculate the optimal switching angles such as Newton-

Raphson (N-R) [3], this method dependents on  initial 
guess of the angle values in such a way that they are 
sufficiently close to the global minimum(desired solution). 
And if the chosen initial values are far from the global 
minimum, non-convergence can occur. Selecting a good 
initial angle, especially for a large number of switching 
angles can be very difficult. Another approach is to use 
optimization algorithms such as genetic algorithm (GA) 
[4], firefly algorithm (FFA) [5] and particle swarm 
optimization (PSO) [6] and differential evolution (DE) [7]. 
The main advantage of these methods is that they are free 
from the requirement of good initial guess. This article 
discusses the possibility of using the simulated annealing 
algorithm to solve the selective harmonic elimination 
problem, and also to demonstrate the possibility of 
eliminating any undesired harmonic of any rank.  The 
simulated annealing algorithm was first introduced in 1979 
by Armen G. Khachaturyan in  and it was used in multiple 
applications such as solving facility layout problems [8], 
telecommunication network problems [9], optimal reactive 
power problem [10] and integrated circuits design [11] .In 
this work the SA algorithm is used to compute the optimal 
switching angles necessary for the SHEPWM method, in 
the case of a uniform step five level waveform, only one 
harmonic is eliminated and the fundamental component is 
controlled. This work is organized as follows the next 
section will present briefly the SHEPWM for multilevel 
inverters and the simulated annealing optimization method. 
The third section presents the obtained simulation results, 
simulation and experimental results are presented in the 
last section. 
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2. SHEPWM for multilevel inverts: 

A. Proposed converter and the SHEPWM 
strategy: 
The structure of the converter chosen in this study is 
presented in left side of  figure 1, the converter consists of 
two H-bridges , each bridge is powered by its own isolated 
direct current power source Vdc1 and Vdc2 with Vdc1 = 25V 
and Vdc2 =25V , this particular configuration can generate 
five voltage levels. In order to apply the SHEPWM strategy 
to this inverter the generated output voltage waveform has 
to be a simple stepped signal, the left side of Figure 1 
illustrates a generalized form of a uniform stepped voltage 
waveform with θ1 and θ2 are the optimal angles to be 
computed in order to eliminate the undesired harmonics 
and control the fundamental component simultaneously. 

S1 S3

S2 S4

S5 S7

S6 S8

Load
Vdc1

Vdc2

 

 

Fig. 1. Schematic of the proposed multilevel converter 
(Left) Generalized five level voltage waveform (Right) 

The number of voltage levels that can be generated by 
Cascade multilevel inverters is generally presented by 
2P+1 where P represents the number of voltage levels or 
switching angles in a quarter waveform of the signal, and 
P-1 is the number of undesired harmonics that can be 
eliminated from the generated waveform. In a five level 
inverter with uniform step voltage waveform, the number 
of voltage levels generated in quarter waveform is two plus 
the zero level which means only one harmonic can be 

eliminated. To control the peak value of the output voltage 
and eliminate any harmonic, with quarter and half wave 
symmetry characteristics of the voltage waveform are 
taken in consideration, the Fourier series expansion is 
given as: 
𝑉𝑉(𝜔𝜔𝜔𝜔) =
∑ �4𝑉𝑉𝑑𝑑𝑑𝑑

𝑛𝑛𝑛𝑛
∑ cos(𝑛𝑛𝜃𝜃𝑖𝑖)
𝑝𝑝
𝑖𝑖=1 �∞

𝑛𝑛=1,3,5,… sin(𝑛𝑛𝜔𝜔𝜔𝜔)  
      (1) 

Where n is rank of harmonics, n =1,3,5,… ,and p =(N-1)/2 
is the number of  switching angles per quarter waveform., 
and θi is the ith switching angle, and N is the  number of 
voltage levels per half waveform. The optimal switching 
angles θ1 and θ2 can be determined by solving the 
following system of non-linear equations: 
 

 � 𝐻𝐻1 = cos(𝜃𝜃1) + cos(𝜃𝜃2) = 𝑀𝑀
𝐻𝐻𝑛𝑛 = cos(𝑛𝑛𝜃𝜃1) + cos(𝑛𝑛𝜃𝜃2) = 0  

      (2) 
 
Where M = (((N-1)/2)r/4), r is the modulation index and. 
The obtained solutions must satisfy the following 
constraint: 
 
 0 < 𝜃𝜃1 < ⋯ < 𝜃𝜃𝑝𝑝 < 𝜋𝜋/2   
      (3) 
 
An objective function is necessary to perform the 
optimization operation, the function must be chosen in 
such way that allows the elimination of low order 
harmonics while maintaining the amplitude of the 
fundamental component at a desired value Therefore the 
objective function is defined as: 
 

𝑓𝑓(𝜃𝜃1,𝜃𝜃2) = (∑ (cos(𝜃𝜃𝑛𝑛) −𝑀𝑀))2
𝑛𝑛1

2 +
(∑ (cos(𝑛𝑛𝜃𝜃𝑛𝑛))𝑝𝑝

𝑛𝑛1  )2     (4) 
 

The optimal switching angles are obtained by minimizing 
Eq (4) subject to the constraint Eq (3).The main problem is 
the non-linearity of the transcendental set of Eq (2), the 
simulated annealing is used to overcome this problem. 

B. Simulated Annealing 

The simulated annealing is a stochastic global optimization 
method that can differentiate between multiple local 
optima points. The algorithm is inspired from the process 
of cooling metal after heating it to get a perfect crystal 
structure with minimum defects. While many optimization 
methods get stuck in a local minimum instead of 
converging to a global minimum, the simulated annealing 
solves this problem by performing a random search. Figure 
(2) presents a simplified flowchart of the simulated 
annealing algorithm. 
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initialization

Generate a new 
solution

Accepted?

Change temperature

Decrease temperature

Yes

stop

Update the current solution

Yes

Stopping criteria 
satisfied ?

No

No

Evaluate using Eq(4)

 
Fig. 2. Generalized five level voltage waveform 

The algorithm deals with the minimization of an objective 
function using a parameter called temperature to evaluate 
the probability of accepting worst values to escape local 
minima. The algorithm starts by defining the values of 
parameters and algorithm operators, and also sets the 
temperature parameter T to an initial value with initial set 
of solutions. In this algorithm new random solutions are 
generated for each iteration, if the newly generated solution 
improves the objective function f(x) expressed in (4) and 
gave better result than the previous one, then the proposed 
solution is accepted. Another technique to evaluate the 
improvement of the system, is to accept the new random 
solution with a likelihood according to a probability of 
𝑒𝑒(−𝛥𝛥𝛥𝛥), where Δf  is the variation of the objective function, 
this variation can be expressed by the following equation. 
 

∆𝑓𝑓 = 𝑓𝑓(𝑥𝑥𝑘𝑘) − 𝑓𝑓(𝑥𝑥𝑘𝑘−1)   (5) 
 
where k is the current iteration. 

3. SIMULATION RESULTS 

In order to prove the theoretical predictions and to test the 
effectiveness of the proposed algorithm, the control 
method and the mathematical model of the proposed 
inverter were developed and simulated using 
MATLAB/SIMULINK scientific programming 
environment; the optimization program was executed on a 
computer with Intel(R) Core(TM) i3 CPU@ 2.13GHz 
Processor and 4GB of RAM, the optimization algorithm 
takes 127.43 seconds to complete the computation process. 

The left side of figure (3), figure (4) and figure (5) show 
the generated waveforms in the case of eliminating the 
third, fifth and the seventh harmonics respectively, and for 
different modulation indices r where r1 = 0.7, r2 = 0.85 and 

r3 = 0.9, whereas the left side of the same figures show the 
FFT analysis of the generated waveforms for the above 
mentioned cases and also for different values of r. It can be 
noticed from the voltage waveforms that by decreasing the 
modulation index, the switching angles will have higher 
values and this will lead to a decrease in the amplitude of 
the fundamental component this effect can be clearly 
observed in the FFT analysis figures.  And also it can be 
clearly seen from the FFT analysis that the undesired 
harmonics were successfully eliminated in each case, for 
example in figure (3) the third harmonic was eliminated 
while the fifth harmonic remained untouched, whereas in 
figure (4) the fifth harmonic was eliminated while the third 
and the seventh harmonics remained untouched. 

 

 

Fig. 3. Generated Voltage waveforms (Left) and FFT 
analysis (Right) in the case of eliminating the third 

harmonic 
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Fig. 4. Generated Voltage waveforms (Left) and FFT 
analysis (Right) in the case of eliminating the fifth 

harmonic 

 

 

Fig. 5. Generated Voltage waveforms (Left) and FFT analysis 
(Right in the case of eliminating the seventh harmonic 

4. Experimental results 
A five level inverter prototype was built to validate the 
results obtained from the simulation process; Irf640 
MOSFETS were used as switching devices for the 
proposed inverter,4N25 optocouplers were used to protect 
the microcontroller used in this experiment, Siglent SDS 
1000 oscilloscope with FFT capability was used to preview 
the voltage waveforms and to perform FFT analysis. The 
left side figure 6, figure 7 and figure 8 show the 
experimental waveforms in the case of eliminating the 
third, fifth and seventh harmonic respectively, and each 
waveform was generated for a particular value of 
modulation index r. The right side of  same figures show 
the FFT analysis of generated waveforms for the cases 
mentioned previously, and it can be clearly seen that the 

third, fifth and the seventh harmonics were successfully 
eliminated, and also it can be noticed that there is a slight 
change in the value of the fundamental component. 

 

 

Fig. 6. Generated Voltage waveforms (Left) and FFT 
analysis (Right) in the case of eliminating the third 

harmonic  r = 0.7. 

 

 
Fig. 7. Generated Voltage waveforms (Left) and FFT analysis 
(Right) in the case of eliminating the fifth harmonic  r = 0.85. 
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Fig. 8. Generated Voltage waveforms (Left) and FFT 
analysis (Right in the case of eliminating the seventh 

harmonic for r = 0.9. 

5. CONCLUSIONS 
This paper demonstrated the ability of the selective 
harmonic elimination strategy for multilevel inverters of 
eliminating any undesired harmonics and maintain the 
fundamental component at a desired value, and also the 
possibility of using the simulated annealing algorithm to 
solve the optimal switching problem for multilevel 
inverters. The set of non-linear equations that describe the 
overall system are solved to obtain the optimal switching 
angles using the proposed optimization algorithm which 
belongs to the physics inspired optimization methods. The 
selective harmonic elimination strategy was tested in this 
paper for multiple situations and different values of 
modulation index r in order to prove the efficiency of this 
control method. Simulation and experimental results show 
a great agreement in this work. 
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